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About this manual

This manual describes how to set up and maintain the TCP/IP
network on AViiON® systems.

How this manual is organized

Chapter 1

Chapter 2

Chapter 3

Chapter 4
Chapter 5

Chapter 6

Chapter 7

Chapter 8

Introduces the basic terms of networking and describes the compo-
nents of the package.

Introduces the major administrative areas. Describes network topol-
ogies, network and host addressing, subnetting, and routing.

Explains how to perform TCP/IP administrative procedures from
sysadm, and describes some additional shell—based administrative
procedures.

Tells how to configure and use sendmail.
Tells how to configure and use the Domain Name System (DNS).

Describes how to configure and use the Simple Network Manage-
ment Protocol (SNMP).

Describes how to configure and use the Serial Line Internet Proto-
col (SLIP).

Suggests how to troubleshoot on a network running TCP/IP

Appendix A Describes the SNMP Management Information Base (MIB) objects

Glossary

maintained by Data General.

Defines some networking terminology used in this manual.

Related Data General manuals

Within this manual, we refer to the following manuals:

® Managing the DG/ UX System (093-701088). The basic source
for DG/UX administrative procedures.

® [Installing the DG /UX System (093-701087). Explains how to
install DG/UX, including TCP/IP, from the release media.

® Using TCP/IP on the DG /UX System (093-701023). Explains
the standard TCP/IP applications for remote login and file
transfer.

093-701051-06
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Other related documents

® Programming with TCP/IP on the DG /UX System
(093-701024). Explains how to write TCP/IP client/server
applications.

® Managing Modems and UUCP on the DG /UX System
(069-000698). Explains how to set up modems and
unix—to—unix copy (UUCP) software.

For a complete list of DG/UX and networking manuals available
from Data General, see Guide to AViiON and DG /UX System
Documentation (069—701085).

Other related documents

Listed below are some related documents which are not available
from Data General Corporation.

Birrell, Andrew D., and Nelson, Bruce Jay. Implementing Remote
Procedure Calls. XEROX CSL—-83-7, October 1983.

CCITT Recommendation X.25. You can obtain copies of this
document from the National Technical Information Service (NTIS),
5285 Port Royal Road, Springfield, VA, 22161.

Hunt, Craig. TCP/IP Network Administration. O'Reilly &
Associates, Inc., 103 Morris Street, Suite A, Sebastopol, CA 95742.
This excellent book is available to you at a discount. See UNIX
Books Order Form (069-100486), which comes with DG/UX.

Request for Comments (RFCs). You can get copies from InterNIC
Information Services, P.O. Box 85608, San Diego, CA, 94186-9784,
1-800—444-4345. Selected titles are listed below.

® RFC 768 (User Datagram Protocol)

® RFC 791 (Internet Protocol)

® RFC 792 (Internet Control Message Protocol)
® RFC 793 (Transmission Control Protocol)

® RFC 821 (Simple Mail Transfer Protocol)

® RFC 822 (Standard for the Format of ARPA Internet Text
Messages)

® RFC 826 (An Ethernet Address Resolution Protocol)
® RFC 861 (DCN Local-Network Protocols)
® RFC 950 (Internet Standard Subnetting Procedures)

® RFC 1055 (A Nonstandard for Transmission of IP Datagrams
over Serial Lines)

iv
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Reader, please note:

® RFC 1058 (Routing Information Protocol)

® RFC 1144 (Compressing TCP/IP Headers for Low—Speed Serial

Links)

® RFC 1247 (OSPF Version 2)

Reader, pleasé note:

Throughout this manual we use the following format conventions:

COMMAND required required [optional]

Where
COMMAND

required

requiredi
required2

required

[optional]

Means

You must enter the command (or its accepted
abbreviation) as shown.

You must enter some argument (such as a
filename). Sometimes, we use

which means you must enter one of the
arguments. Do not type the braces; they only
set off the choices.

You must enter the case—sensitive characters as
shown.

You have the option of entering this argument.
Do not type the brackets; they only identify the
argument as an option.

You may repeat the preceding entry.

Additionally, we use certain symbols in command lines.

Symbol
)

<CTRL-D>

)
%

$

Means

Press the New Line, Carriage Return (CR), or
Enter key on your terminal keyboard.

Hold the Control key down and press the D key
on your terminal keyboard.

The CLI prompt.
The UNIX® C shell prompt.
The UNIX® Bourne shell prompt.

Finally, in examples we use:

093-701051-06
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Contacting Data General

This typeface to show your entry.
This typeface to show system queries and responses.
This typeface to show file contents.

Contacting Data General

Manuals

Data General wants to assist you in any way it can to help you use
its products. Please feel free to contact the company as outlined
below.

If you require additional manuals, please use the enclosed TIPS
order form (United States only) or contact your local Data General
sales representative.

Telephone assistance

If you are unable to solve a problem using any manual you received
with your system, free telephone assistance is available with your
hardware warranty and with most Data General software service
options. If you are within the United States or Canada, contact the
Data General Customer Support Center (CSC) by calling
1-800-DG-HELPS. Lines are open from 8:00 a.m. to 5:00 p.m.,
your time, Monday through Friday. The center will put you in touch
with a member of Data General’s telephone assistance staff who can
answer your questions.

For telephone assistance outside the United States or Canada, ask
your Data General sales representative for the appropriate
telephone number.

Joining our users group

Please consider joining the largest independent organization of
Data General users, the North American Data General Users
Group (NADGUG). In addition to making valuable contacts,
members receive FOCUS monthly magazine, a conference discount,
access to the Software Library and Electronic Bulletin Board, an
annual Member Directory, Regional and Special Interest Groups,
and much more. For more information about membership in the
North American Data General Users Group, call 1-800-253-3902
or 1-508-443-3330.

End of Preface

Vi
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Introduction to TCP/IP

This chapter defines some basic terms of networking and describes
TCP/IP’s components. For more thorough coverage of the terms used
in this manual, refer to the Glossary.

Reviewing Basic Terms

Before covering the components of the TCP/IP package, it may be
useful to review some basic terms. If you do not need such a review,
skip ahead to the next section.

TCP/IP stands for Transmission Control Protocol and Internet
Protocol. These two protocols are described at length later in this
chapter.

A network enables two or more computer systems to communicate.
A network includes the hardware and software that make up the
interconnections between computer systems and between a
computer and its peripheral devices. Network communications
between computers takes place over media such as coaxial cable,
fiber optic cable, twisted-pair cable, or microwave.

A host is a computer system to which a graphics screen or a number
of terminals or other smaller computers are connected, and which
provides computation, access to files, and other services. A local
host is one to which you are directly connected. A remote host is one
you access through a network.

A local area network (LAN) is a network within a small area, such
as within a building. A wide area network (WAN) is a network of
hosts that are far apart. A WAN usually requires connections
through public communications facilities (such as the telephone
company). The Internet network is a collection of local networks and
gateways that use TCP/IP to function as a wide area network (WAN).

Networks can be complex. To help simplify them, designers organize
networks into layers. Nearly every network system has its layers
set up hierarchically. The number of layers and each layer’s
function varies from network to network. In all networks, though,
each layer provides services to the higher layers, without the higher
layers knowing the details of how the services are provided. An
interface consists of the types and forms of messages that each layer
uses to communicate with the layer above or below it. A protocol
specifies how programs on different computers but at the same
layer communicate. The set of layers, interfaces, and protocols that
govern communication is called the network’s architecture.
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Applications that run over a network operate on a simple principle:
a process (program in execution) at one layer on one host converses
with a process at the same layer on another host. The client/server
model provides a way for two communicating processes to relate to
one another. The model describes how connections are initiated and
how communicating parties interact. An idea central to the
client/server model is that services are desired and available on the
network. Server programs provide these services and client
programs use them.

An OS server is a host that provides disk space for operating system
software over a network. An OS client is a host that gets its system
files from a disk that is physically connected to an OS server. A
release is a set of software intended for a specific machine
architecture and version of the operating system.

To run a network made up of an OS server and an OS client, first
install the DG/UX system, then set up TCP/IP, and then set up
DG/UX ONC™/NFS® on the OS server for itself and for its clients.
For information about how to install the DG/UX system, which
includes TCP/IP for AViiON Systems, see Installing the DG/UX™
System.

What Is TCP/P for AViiON Systems?

TCP/IP for AViiON® Systems is a package of communications
software that implements the TCP/IP family of networking protocols
on the DG/UX operating system. The package consists of several
kernel-level protocols, servers, administrative utilities, user
commands, and user-level protocols.

The Defense Advanced Research Projects Agency (DARPA)
developed the Internet protocols for the ARPANET network project.
The University of California at Berkeley developed the 4.2 Berkeley
Software Distribution (BSD) release of UNIX® based on the DARPA
work. Other releases followed. Data General developed the TCP/IP
for AViiON Systems software package from the BSD 4.3 release,
substantially revising it to comply with the Defense Data Network
(DDN) specifications. Many BSD 4.3 Tahoe and Reno features have
been added to the TCP/IP for AViiON Systems package.

Figure 1-1 shows the TCP/IP network architecture.
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Figure 1-1  TCP/IP for AViiON Systems Network Architecture

At the lowest layer are network interfaces. They prepare IP traffic
for transmission onto physical media and receive traffic from the
media to deliver it to IP. Network interfaces pass information to a
device driver, which is kernel-level software that manages the
communications hardware installed in the computer. TCP/IP for
AViiON Systems supports network interfaces for these media: IEEE
802.3/Ethernet, IEEE 802.5/token ring, ANSI X3T9.5 Fiber
Distributed Data Interface (FDDI), and IXE (IP to X.25
Encapsulation) for use on X.25 networks (synchronous lines). The
IXE interface lets you use one or more X.25 networks for TCP/IP
traffic. ’

To prepare traffic for transmission, a network interface translates
an IP address into an address that can be used on the underlying
physical medium. Typically, the IP datagram is then encapsulated
into a medium-specific frame and sent to the communications
device for delivery to the physical network.

When receiving traffic, the network interface software accepts
frames from the communications device and strips any network or
medium-specific information from them. What remains is an IP
packet, which is then delivered to IP.

Figure 1-1 shows five scenarios of TCP/IP networking interfaces.
The first shows the Serial Line Internet Protocol (SLIP), which
allows TCP/IP to be used through an asynchronous (tty) port, either
over a direct line or via modem.
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The second scenario shows IXE working with X.25 software and a
synchronous device driver. For information about the X.25 for
AViiON® Systems product, see Setting Up and Managing X.25 on
the DG/UX™ System.

The third scenario shows the Address Resolution Protocol (ARP) and
the Reverse Address Resolution Protocol (RARP) acting in
conjunction with an Ethernet device driver (for example, inen,
dgen, or cien). ARP and RARP provide a way to map hardware
(Ethernet, token ring, or FDDI) addresses to Internet addresses.

The fourth scenario shows IP running over an IEEE 802 network.
IEEE 802 defines LAN standards for the physical and data link
layers. These layers are specified by the International Organization
for Standardization (ISO) Open Systems Interconnection (OSI)
model. Specifically, this scenario shows ARP and RARP translating
Internet addresses to IEEE 802 addresses. SNAP, which is part of
the 802.1 layer, appears below ARP and RARP. It smooths the
communication between ARP/RARP and the lower 802 layers.
Logical Link Control (LLC) (the 802.2 layer) lets software at
higher-level layers of a network architecture use LAN services
without regard to the specific LAN implementation (such as 802.3,
802.4, or 802.5). IEEE 802.5 defines a standard for token ring. Here,
the token ring is accessed through the VME Token Ring Controller
(VTRC), which uses the vitr(7) device driver.

The fifth scenario shows ARP and RARP acting in conjunction with a
FDDI device driver. ANSI X3T9.5 defines FDDI LAN standards for
the physical and data link layers of the OSI model. Here, the FDDI
LAN is accessed through the VME FDDI Controller (VFC), which
uses the pefn(7) device driver.

Next come the kernel-level protocols. First there is the Internet
Protocol (IP), and the Internet Control Message Protocol, (ICMP).
These protocols provide for connectionless delivery, which means
that data is transferred in well defined bundles called packets, and
each packet is treated independently of all the others. IP routes
packets from one host to another. ICMP handles error and control
messages. For more information about these protocols, see RFC 791
(Internet Protocol) and RFC 792 (Internet Control Message Protocol).

At the next layer up, still at the kernel level, are two transport
protocols, the Transmission Control Protocol, or TCP, and the User
Datagram Protocol, or UDP. Transport protocols provide the
mechanisms to allow user processes to communicate. TCP lets a
process on one system send a stream of data to a process on
another. UDP lets a process on one system send a datagram to a
process on another. For more information about these protocols, see
RFC 768 (User Datagram Protocol) and RFC 793 (Transmission
Control Protocol).
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Next come four user-level protocols: TFTP, TELNET, FTP, and SMTP.
They are user-level because their operation executes code in user
space. These protocols provide virtual terminal service, file transfer
service, and electronic mail service between systems. For more
information about these protocols, see RFC 783 (Trivial File
Transfer Protocol), RFC 854 (Telnet Protocol), RFC 959 (File Transfer
Protocol), and RFC 821 (Simple Mail Transfer Protocol).

You can access TFTP, TELNET, and FTP through network programs
of the same name. For more information about these programs, see
Using TCP/IP on the DG/UX™ System. The sendmail program
implements the Simple Mail Transfer Protocol (SMTP), which lets
mail messages be transmitted. For more information about the
sendmail program, see Chapter 4.

Programmers can create applications for use on an Internet
network using the socket interface to TCP, UDP, or IP or the
Transport Layer Interface (TLI) to TCP and UDP. For more
information about how to do this, see Programming with TCP/IP on
the DG/UX™ System.

Kernel-Level Protocols

TCP/IP for AViiON Systems contains the following kernel-level
protocols:

ARP — Address Resolution Protocol

Used to associate an Internet address with a hardware (Ethernet,
token ring, or FDDI) address. ARP runs only across a single physical
network, and runs only over networks that support hardware
broadcast. For more information about this protocol, see RFC 826
(An Ethernet Address Resolution Protocol).

RARP — Reverse Address Resolution Protocol

Used by a diskless system at startup to find its Internet address. A
diskless client broadcasts a request that contains its Ethernet
address, and the server responds by sending the client’s Internet
address to that Ethernet address. For more information about the
protocol, see RFC 903 (A Reverse Address Resolution Protocol).

IP — Internet Protocol

A protocol that provides connectionless delivery of datagrams
between hosts. Connectionless service means that the protocol
treats each datagram as a separate entity. Each IP datagram
contains the addresses of its source and destination, some control
information, and the data transmitted. The protocol can deliver
packets out of sequence, may drop packets, or may duplicate
packets, but IP makes an earnest attempt to deliver packets. IP
defines the exact format of data as it travels through a network, but
delivery of data is not guaranteed.
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Servers

ICMP — Internet Control Message Protocol

A partner to IP that handles error and control messages. Gateways
and hosts use ICMP to tell the other hosts about problems in
delivering the datagrams. ICMP also lets a host test whether a
destination can be reached and whether it is responding.

TCP — Transmission Control Protocol

A protocol that defines reliable, stream-oriented, process-to-process
communication. TCP is a connection-based protocol; it requires a
connection between communicating hosts before it transmits data.
After a connection is established, TCP provides a two-way byte
stream between communicating processes. Its messages include a
protocol port number that lets the sender distinguish between
multiple programs on the remote host. TCP provides a checksum
mechanism to guarantee that data has arrived intact. TCP uses IP
to transmit information across a network.

UDP — User Datagram Protocol

A protocol that defines datagram-based communication between a
process on one host and a process on another host. UDP is a
connectionless transport protocol. Its messages include a protocol
port number that lets the sender distinguish between multiple
programs on the remote host. Data General’s UDP uses a checksum
mechanism to guarantee that data has arrived intact. UDP uses IP
to transmit information across a network.

TCP/IP contains the following server programs (also called daemons
or agents). Each server operates at a specified port and provides
service for a user protocol. You specify the port and services in
/ete/services and /etc/inetd.conf. You can enable and disable
servers through sysadm.

gated

The gated(1M) program provides dynamic routing services. It
supports multiple routing protocols, including Routing Information
Protocol (RIP), HELLO, and Open Shortest Path First (OSPF).

inetd

The inetd(1M) server invokes network servers on demand. It also
provides simple TCP-based services of its own. The following
daemons are started by inetd.

The ftpd(1M) program, which is the File Transfer Protocol
(FTP) server, is invoked by inetd when an incoming connection
is detected on the specified port.
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The telnetd(1M) program, which is the TELNET server, is
invoked by inetd when an incoming connection is detected on
the specified port. TELNET is described later in this chapter.

The tftpd(1M) program, which is the Trivial File Transfer
Protocol (TFTP) server, is invoked by inetd when an incoming
connection is detected on the specified port. TFTP is described
later in this chapter.

rshd(1M), rexecd(1M), rlogind(1M) are servers for rsh
(remsh if you comply with the System V Interface Definition),
rexec, and rlogin. They are invoked by inetd when an
incoming connection is detected on the specified port.

The bootpd(1M) server allows a diskless system (OS client)
that supports the boot protocol (BOOTP) to find out information
about its server (OS server). AViiON servers provide BOOTP
service to clents that request it. AViiON clients do not use
BOOTP.

named

The named server provides DNS services. The process listens on a
specified port for queries from a domain name resolver or from
another name server. It maintains a database that contains
information about specified objects.

pmtd

pmtd(1M) is a server for the tape pseudo device. This server
handles local I/O requests to tape devices on a remote host.

routed

The routed(1M) program provides dynamic routing using the
Routing Information Protocol (RIP). On systems that support
gated(1M), we recommend it instead of routed.

rwhod
rwhod(1M) is the server for rwho and ruptime.
snmpd

The snmpd(1M) server implements the Simple Network
Management Protocol (SNMP).

slipd

The slipd(1M) program manages the Serial Line Internet Protocol
(SLIP), allowing TCP/IP connections over serial lines or over
telephone lines via modem.
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xntpd

The xntpd(1M) program implements the Network Time Protocol
(NTP), which synchronizes the time on TCP/IP hosts.

Administrative Utilities

TCP/IP contains the following administrative utilities:

arp

Use the arp(1M) command to examine and change kernel ARP
tables. (See Address Resolution Protocol (ARP) under the section
“Kernel-Level Protocols” earlier in this chapter.)

hostid

The superuser can use the hostid(1C) command to set the hostid.
Anyone can use the command to display the current hostid in
hexadecimal.

hostname

The superuser can use the hostname(1C) command to set the
hostname. Anyone can use the command to display the current
hostname.

ifconfig

The ifconfig(1M) command assigns an address to a network
interface, configures the network interface parameters, and stops
and restarts an interface.

initrarp

The initrarp(1M) command initializes an OS server’s ARP table.
ARP and RARP use the ARP table to maintain Ethernet-to-Internet
address translation information for all diskless clients.

netinit

The netinit(1M) command builds a protocol stack and logically
attaches a network interface to a protocol implementation.

netstat

The netstat(1C) command displays the contents of various data
structures related to network activity. For example, you could use
netstat to display the state of all sockets, to show the TCP/IP
routing tables, or to display information about communication
interfaces.
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nslookup

The nslookup command lets you query domain name servers
directly.

NTP commands

The following commands query or modify the Network Time
Protocol (NTP) daemon.

ntpdate(1M) allows the superuser to synchronize the date and
time of the local host with that of the specified NTP server.

ntpq(1M) supports a set of more than forty commands for
querying specified NTP hosts about the time—setting
parameters in effect and the variances allowed.

xntpdc(1M) supports a set of more than fifty commands
allowing the superuser to query or modify the xntpd process on
a specified NTP server.

ping

The ping(1M) command reports whether or not a specified network
host (or other node) is up and working.

Routing commands

The ospf_monitor(1M) command, on networks that use Open
Shortest Path First (OSPF), returns information about how this
dynamic routing protocol is configured.

The ripquery(1M) command, useful for isolating problems on
networks that use the Routing Information Protocol (RIP) for
dynamic routing, displays all the routes known to a specified
gateway.

The route(1M) command maintains static routes in a host’s
routing table, allowing it to reach hosts on different networks.

SNMP commands

The following commands query or set Management Information
Base (MIB) objects via the SNMP daemon.

The snmpgetmany command retrieves a specified
Management Information Base (MIB) object or subtree.

The snmpgettable command retrieves the objects comprising a
row of a specified MIB table.

The snmpgetnext command retrieves a set of MIB objects or
object instances.
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The snmpgetone command retrieves a specified object
instance.

The snmpsetany command gets the current values of the MIB
object instances to be set and then sets the instances to the
specified value.

The snmptraprecv command allows the superuser to receive
SNMP traps from network elements that generate them.

The snmptrapsend command allows the superuser to send
SNMP traps to stations that monitor for them.

sysconfig

The sysconfig command lets you customize your TCP/IP
environment dynamically. You can set the maximum hop count an
IP packet can travel, control forwarding of IP packets and IP
source-routed packets through the local machine, set the time TCP
waits before sending keep-alive probes, and determine the ARP
cache time-outs.

traceroute

traceroute(1M) prints the route that packets take to their
destination. It is useful for isolating problems on the network.

tecpdump and nfc

tepdump(1M) prints network packets. You can print packets of a
certain protocol (for example, only IP packets), arbitrary fields of a
packet, packets between specified hosts, or packets longer than a
specified length. nfe(1M) converts a tcpdump binary file to Network
General sniffer binary format, or vice versa.

User Commands and User-Level Protocols

TCP/IP contains the following user commands and user-level
protocols:

ftp

The ftp command implements the File Transfer Protocol (FTP). FTP
lets you transfer files from one host to another. FTP uses TCP as the
transport level protocol.

R commands

The R commands let you obtain information from, log in to, and
execute commands on a remote host. Some R commands use TCP as
the transport level protocol, and some use UDP. TCP/IP includes the
following R commands:

1-10
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rcp, which lets you copy files between systems on the network.

rlogin,which lets you log in to another system over the
network.

rsh (remsh), which connects to a specified host and executes a
specified command. (Optionally, for SVID compatibility, you can
modify your system with sysadm such that rsh runs restsh,
the restricted Bourne shell.)

rwho, which lists all users logged in to all systems on the local
network, as long as the systems are running rwhod.

ruptime, which shows the status of each machine that is on the
local network and running rwhod.

sendmail

The sendmail command implements the Simple Mail Transfer
Protocol (SMTP), which supports electronic mail (e-mail) over the
Transmission Control Protocol (TCP). Chapter 4 discusses how to
configure and use sendmail.

telnet

The telnet command implements the TELNET protocol. TELNET
lets a user on one host interact with a remote host as if the terminal
is directly connected to the remote host. TELNET uses TCP as the
transport level protocol.

tftp

The tftp command implements the Trivial File Transfer Protocol
(TFTP). TFTP transfers files with minimal capability and overhead.
The tftp command depends on the UDP protocol, which was
discussed earlier in this chapter.

TFTP is also used during a first-stage boot with Data General’s
AViiON stations. The boot program first determines its Internet
address and then uses TFTP to transfer a file that contains the
executable image of a second-stage boot program. These topics are
covered at length in later chapters of this book.

bftp

The bftp command provides the user interface to the Background
File Transfer Program, which lets you transfer files in the
background. For more information about BFTP, see Using TCP/IP
on the DG/UX™ System.

End of Chapter
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Introduction to Network
Administration

This chapter describes network topologies, addressing, subnetting,
and routing. If you are familiar with these topics, you can skim or
skip it.

When you purchase a computer system that will function on a
network, you purchase also one or more controllers (interface
devices) for each type of network the system will be connected to. A
number of network layouts and controllers are supported by DG/UX
TCP/IP. These are described in the section “Network Layouts and

Types.”

Networks can be connected to one another in various ways. This
topic is discussed in “Connecting Networks.”

Every system on a TCP/IP network has an internet address based
on the internet address of the network itself. Assignment of
internet addresses and names to a system’s network interfaces is
discussed in the section “Assigning Internet Addresses.”

A TCP/IP network can be a single physical and logical unit or it
may be a collection of connected units called subnets. Similarly, a
network may be isolated (consist entirely of systems at one
location), connected to remote branches, or connected to the outside
world. These issues are discussed in the section “Using Subnets.”

Where a network is made up of interconnected subnets, or is
connected to the outside world, access paths between the networks
must be defined. This topic is discussed in the section “Routing.”

Network Layouts and Types

Networks can have different physical layouts:

® Star networks connect each host to a central host.

® Bus networks provide a single connective link between hosts;
any of the hosts can transmit to any other, but only one host can
transmit at a time.

® Ring networks connect each system to the next in a closed ring.

Ethernet is a specific type of local area network technology
originally developed by the Xerox Corporation. Networks that use
Ethernet technology usually use a bus layout.
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Figure 2-1 A Bus Network

An Ethernet segment is no longer than 500 meters, depending on
the medium used. You can extend an Ethernet network with devices
called repeaters. A repeater is a box that copies each bit of a packet
from one segment of a network to another. You can think of a
repeater as an amplifier, boosting signals that come through the
physical medium. A bridge is essentially a repeater, except that

typically it contains additional logic to filter traffic that is

appropriate for the physical segments that it links. Figure 2—2

shows hosts connected by bridges or repeaters.

sys01
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sys02
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sys04
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Figure 2-2 Hosts Connected by Bridges or Repeaters

Ethernet networks and controllers for AViiON systems are

described in Ethernet /IEEE 802.3 Local Area Network Installation
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Guide. DG/UX device drivers for currently available Ethernet
controllers include cien (7), dgen(7), and inen(7).

Token ring is another type of local area network technology. On
token ring networks, a small message called a token circulates
around the ring. Put most simply, a host on the network may
transmit on the network only when it possesses the token. Figure
2--3 shows an example of a ring network using token ring
technology. This ring network uses twisted-pair cable (telephone
wire) and supports six hosts.

sys72

sys71

sys73

Twisted—Pair
Cable

sys76

Token Ring

\ sys74

sys75

Figure 2-3

A Token Ring Network

Token ring network controllers that use twisted—pair cabling are
described in DG/ Token Ring Local Area Network Installation
Guide. DG/UX device drivers for currently available AViiON token

ring controllers include vitr(7).

Fiber Distributed Data Interface (#DDI) is a third type of local area
network technology. FDDI-based networks usually use a ring layout.
Unlike token ring networks, FDDI networks optimally have two
rings operating at the same time. Each ring has its own token with
one token moving clockwise and the other moving counterclockwise.
This type of LAN set up is called a dual counter-rotating ring.
Should one of the rings fail, the other ring ensures that the network
stays in operation. If both rings fail in one or more places, the
network divides into smaller rings that still function, but are
isolated from each other. Figure 2—4 shows a FDDI network that
uses fiber optic cable and supports six hosts.

093-701051-06

Licensed Material — Property of the copyright holder(s) 2-3



Connecting Networks

sys05
sys4i sys17
Fiber Optic
token token Cables
FDDI
sys32 sys23
sys28

Figure 2-4 A FDDI Network

FDDI networks and controllers are described in V/FDDI (4211
Peregrine) User’s Guide. DG/UX device drivers for currently
available FDDI controllers for AViiON include pefn(7).

Connecting Networks

The bus network and the ring network are each examples of a
single physical network. A logical network may consist of one or
more physical networks or may be a subdivision of a single physical
network. You set up a logical network through the addressing
scheme you use, as explained in the following sections.

While a bridge or repeater extends a physical network, a router
connects two physical networks. Specifically, a router is a computer
or special equipment that forwards packets of the same protocol (for
example, IP) from one network to another. Networks connected by
routers may use different transmission media. A computer can act
as a router as long as it has more than one communication
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tcontroller and contains routing tables and software prepared to
forward packets. The section “Routing” discusses the setting up of
access paths between networks or subnets.

Figure 2-5 shows how TCP/IP-based networks can communicate
with each other through a router.

Ethernet
sys20

sys21

TCP/IP sys73
sys01 TCP/IP
TCP/IP
D Router sys74
Ethernet Token Ring

sys04 sys75

Figure 2-5 TCP/IP Networks Connected by a Router

This raises an important point: TCP/IP software handles several
communication functions, such as routing, but it depends on
Ethernet, token ring, or FDDI technology to perform other
functions, such as the transmission of bits across a physical
medium. Specific interfaces prepare TCP/IP traffic for transmission
onto Ethernet, token ring, or FDDI media and receive traffic from
the media to deliver it to TCP/IP.

To run TCP/IP over X.25 for AViilON® Systems, you must configure
an interface that associates a TCP/IP network with the X.25 protocol
stack. This interface runs over IXE, the IP to X.25 encapsulation
driver. You must configure IXE interface information in both TCP/IP
and X.25. For information about how to configure this interface for
X.25, see Setting Up and Managing X.25 on the DG/UX™ System.

Once you set up an IXE interface on a host on your local
TCP/IP-based network, any host on that network can communicate
with a host on a distant TCP/IP-based network through an X.25
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connection. The X.25 transmission takes place over synchronous
communication lines.

Figure 2—-6 shows two TCP/IP networks communicating through
routers over an X.25 connection.

sys01 sys02 sys03
Ethernet El
TCP/IP
sys04 sys56
(router)
TCP/IP over
X.25
sys99 sys98 sys65
(router)
Ethernet I'___I
TCP/IP
sys97 sys96

Figure 2-6 TCP/IP Networks Communicating Through an X.25 Connection

TCP/IP-based networks can also communicate with each other
through gateways. In the most general sense, a gateway, like a
router, is a system connected to two different networks. But in
contrast to a router, a gateway converts from one protocol to
another. For example, a gateway could convert from X.400 to SMTP
and vice versa.
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Assigning Internet Addresses

TCP/IP networks and the computers (or other devices) on them
must have internet (IP) addresses. In function, the network address
is analogous to the city/state/zip-code line of a postal address, and
the host IP addresses to the name/street lines. You obtain the
network address from the Network Information Center, known as
the NIC. You then assign IP addresses, and associated names, to
each network interface on each host. The host IP addresses are
based on the network’s address, as explained below.

To obtain a registered Internet network address, contact the NIC at
the following address:

InterNIC Registration Services

c/o Network Solutions, Inc.

505 Huntmar Park Drive

Herndon, VA 22070

Phone: 1-800-444-4345 or 1-703-742-4777
FAX: 703-742-4811

email: hostmaster@rs.internic.net

IP addresses are stored as 32-bit integers. They are usually
expressed in “dot” notation, having the form a.b.c.d. In this format,
the dots subdivide the 32-bit integer into four eight—bit segments,
or octets. For example, 128.223.1.1.

A internet address has a network portion and a host portion. The
network portion is assigned by the NIC. The host portion (which
can designate either a separate physical network or a host) is the
part you assign.

When you apply for a network address, the NIC will want to know
what address class you want. There are three address classes to
choose from: Class A, Class B, and Class C, described below.

Table 2-1 Internet Address Classes
Class First 3 bits Network Host Part of Maximum Range of
of Address Part of Address Possible First Octet
Address Addresses
A Oxx a b.c.d 16777214 1-127
B 10x ab c.d 65534 128-191
110 a.b.c d 254 192223
As you can see, the network portion is either 1, 2, or 3 octets long.
The host portion is whatever is left over. The criteria you use in
deciding which class of network to apply for is the number of
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distinct network addresses your organization will need in the
foreseeable future.

For example, network 10 is a Class A network. It can have
addresses between 10.0.0.1 and 10.255.255.254. So it allows
2543, or about 16 million possible addresses.

Network 128.223 is Class B. It can have addresses between
128.223.0.1 and 128.223.255.254. (Do not use host numbers 0
or 255 because they may be confused with the broadcast address.)
Thus, it allows 2542, or about 65,000 possible addresses.

Network 192.12.88, a Class C network, has addresses between
192.12.88.1 and 192.12.88.254. So a Class C network can
include only 254 possible addresses.

Where subnetting (described below) is used, network hosts need to
know whether a message is destined for a network or for a host (or
device) on a network. To do this, they use a value associated with
the IP address called a network mask. The network mask, when
applied to an IP address, masks out (assigns zeroes to) the host
portion of the address, leaving the network portion. For example,
mask 255.255.0.0 masks out the last two octets of address
128.223.0.1, leaving 128.223. Network masks are frequently
expressed in hexadecimal. Thus, the default network mask for class
B networks, 255.255.0. 0 in dot—format, may also be expressed as
bit pattern Ox£f£££0000.

Figure 2-7 shows a part of a Class B logical network. While all of
the systems share the same network portion (128.223) obtained
from NIC, the addresses were assigned by the local LAN manager.
Notice that, where a system is connected to more than one network,
it has a unique name and IP address for each network interface. By
convention, a system’s name (hostname) is the name of its primary
network interface. Thus, in Figure 2-7, the names sales, sys04,
and sys56 refer to these hosts and also to each host’s primary
network interface. The names sales-alt, sys04-alt, and sys56-alt
refer to secondary network interfaces on the hosts.

IP Address Conversion

IP addresses are software addresses. Network devices (hosts) also
have hardware addresses (for example, Ethernet addresses), which
are assigned at the factory. Application programs always send and
receive data based on IP addresses. Before data can be sent to a
destination, its IP address must be converted to a hardware
address. This is done by Address Resolution Protocol (ARP).
Reverse Address Resolution Protocol (RARP) does the reverse:
converts a hardware address to an IP address.
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In Figure 2-7, hosts dgl, sunl, and sales belong to the same
network. (Actually, they belong to the same subnet, as explained in
the next section.) As a result, using ARP and RARP, these hosts can
reach one another directly.

OS client dg1 suni
AVIiON Sun
dgen0 | 128.223.2.2 le0 {128.223.2.3

L]

cien0 | 128.223.2.1

sales
server/router OS server
AViiON
sales-alt
cien1 | 128.223.1.10
sys01 sys02 sys03
xxx0| 128.223.1.1 xxx0| 128.223.1.2 xxx0[128.223.1.3
cien0 | 128.223.1.4 cien0 |128.223.1.5 | AN
" sys04 sys56
AViiON AViiON
sys04-alt sys56-alt
vitr0 | 128.223.9.1 ixe0 128.223.6.15
token ring X.25

Figure 2-7 Internet Addressing in a Logical Network

Host dgl in this figure is an operating system client (OS client): a
workstation without a disk. It boots over the network from host
sales, its operating system server (OS server). This is one network
configuration where RARP is used in a special way. During booting,
dg1 uses RARP to request and obtain its IP address from sales
over the network.
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Using Subnets

When the administrator of the system sales (see the figure)
installed TCP/IP, he or she was prompted for the following
information: the controller device name (cien0), the interface name
(sales), the interface address (128.223.2.1), whether or not the
LAN uses subnetting (ves), and the network mask (0xf£££££00).
This mask, which was also supplied by the installer of host sunl,
indicated that these hosts are connected to a subnet whose address
is 128.223.2. Similarly, the installers of sys01, sales-alt, sys02,
sys03, sys04, and sys56 supplied this same network mask,
indicating that these systems share a subnet having the address
128.223.1. And the installers of sys04-alt and sys56-alt indicated,
by supplying this mask, that they belong to subnets 128.223.9 and
128.223.6, respectively. (These two subnets are not shown in Figure
2-7.)

Subnets are optional. Why use them? There are several reasons:

® To accommodate cabling limitations. Ethernet cable can extend
up to 500 meters (300 meters for coaxial wire). You can
overcome this limitation by using a repeater or bridge as
explained earlier (see Figure 2—4), or by using subnets with
routing (discussed in the next section).

® To connect dissimilar networks. Figure 2-7 shows a system
connected to an Ethernet subnet 128.223.1 through its primary
interface (sys04), and to a token ring network through a
secondary interface (sys04-alt).

® To connect parts of a geographically dispersed LAN. The
subnets in Figure 2-7 are reachable by their shared Class B
address, even though the subnets could be located in different
buildings, states, or countries. In the figure, subnet 128.223.6
extends to a remote site. With subnetting, only the LAN
administrator need be concerned about physical location. From
outside, subnets are invisible.

® To distribute network traffic. Traffic between nodes on a subnet
is isolated to that physical segment and does not contribute to
the traffic on other subnets.

® To simplify system administration. The subnets shown in
Figure 2-7 could be administered by different persons, rather
than centrally by a single person or department. Subnets also
make it easier to isolate performance or other problems.

® To accommodate the organization. Subnets can be set up so they
correspond to different departments in an organization.
Because traffic between systems sharing a subnet stays on the
subnet, such a correspondence may be advantageous for
security or performance reasons.
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Where a LAN is geographically dispersed, or made up of different
types of network (Ethernet, token ring, FDDI ring), the alternative
to subnetting is for each separated branch or network type to apply
to the NIC for its own network address. Subnetting is probably the
better choice.

Because the original TCP/IP specifications did not allow for subnets,
some older TCP/IP software cannot use them. You can tell whether
software allows subnets by whether it provides a mechanism to
assign or use the network mask. If your network includes software
or hosts that cannot support subnets, you can still use subnets as
explained in “Using Proxy ARP Routing” in Chapter 3.

For detailed reference information about subnets, see RFC 950
(Internet Standard Subnetting Procedures).

A route is a path between two networks or subnets, or between
hosts on different networks or subnets. If your LAN includes more
than one physical network or subnet, or if it is connected to the
outside world, you must either define static routes between the
networks or select dynamic routing. If you do not, the hosts on each
network or subnet will be able to communicate with one another,
but will be unable to reach hosts on different networks or subnets.

Figure 2-8, depicting three interconnected subnets, illustrates a
number of points about routing. Hosts on a physical network or
subnet can communicate directly with hosts connected to the same
network or subnet. Thus, in the diagram, the hosts on subnet A can
reach one another, as can those on subnets B and C. But for hosts
on subnets A, B, and C to reach one another, routes are necessary.

Routing is performed by routers: systems connected to more than
one physical network or subnet. In the diagram, sales is the router
between subnets A and B, and sys56 between subnets B and C.

Hosts on a network communicate by exchanging pieces of
information called datagrams. When a host sends a datagram
addressed to a host on a different network, the datagram passes
through one or more routers before finally reaching its destination.
Thus, if host dgl sends a datagram addressed to sys56, it goes to
the subnet A router, sales. Similarly, when a host on a subnet
receives a datagram from a host on a different subnet, it arrives
through a router. Thus, a datagram destined for dgl from sys56
passes through sales-alt.

When a router receives a datagram, it either delivers the datagram
directly to the addressee or forwards it to another router for
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delivery. Routers make this decision by applying the network mask
to the addressee’s IP address. Thus, when router sales receives
from dgl a datagram addressed to sys56 (128.223.1.5), it applies
the network mask to learn that sys56 is on subnet B (128.223.1).
The router then delivers the datagram through its sales-alt
interface to subnet B. (Section “Static Routing” gives a more
detailed example of the role of routing tables.)

subnetA (128.223.2)

dg1 suni
AViiON Sun
inen0 | 128.223.2.2 le0 |128.223.2.3

B |

cien0 | 128.223.2.1

sales
router
sales-alt

cien1 | 128.223.1.10
subnet B (128.223.1)

cien0 [128.223.1.5

sys56
router
sys56-alt

ixe0 128.223.6.15
X.25

to 128.223.6
subnet C

Figure 2-8 Routing Path in the Sample Logical Network

Selecting a Routing Method

What happens when a router receives a datagram it cannot deliver?
For example, if router sales receives a datagram addressed to a
host on subnet C, how does it go about forwarding the datagram to
sys56-alt for delivery? The answers to these questions depend on
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the type of routing you use. DG/UX TCP/IP supports two types,
static and dynamic. Both methods are described below.

For performance reasons, you should use static routing on diskless
workstations (OS clients). As illustrated in the next section, static
routing is also a good choice where only a single path exists
between networks. Dynamic routing is recommended where
multiple paths exist between networks.

Static Routing

If you choose static routing, someone (the system or network
administrator) must manually build routes allowing network hosts
to reach one another. If the network topology changes, the
administrator must modify the routes. When building static routes,
you can use the route(1M) command or you can use sysadm
(explained in the next chapter). Routes built with route must be
rebuilt each time a system is rebooted, whereas routes built with
sysadm are permanent (recreated each time a system boots). For
this reason, sysadm is recommended.

Figure 2-8 illustrates a simple network topology where static
routing works well: three subnets (A, B, and C) interconnected by
single routers (sales between A and B, sys56 between B and C).

When a host receives a request to connect with another host, it
looks up the host’s address in its routing table. You can see the
routing table by typing netstat —rn from a host. Assuming no
routes have been added, here’s what you see (minus some omitted
columns) if you type this command from host dgl:

Destination Gateway Interface
127.0.0.1 127.0.0.1 loop0
128.223.2 128.223.2.2 dgen0

Host sales’s routing table would have one additional line. If you
type netstat —rn from sales (again, assuming no routes have been
added), here’s what you see:

Destination Gateway Interface
127.0.0.1 127.0.0.1 loop0
128.223.2 128.223.2.1 cien0
128.223.1 128.223.1.10 cienl

The first entry, the loopback entry, is the same in all routing tables.
It allows a host to connect with a host named localkost — i.e., with
itself. The second entry is a route to a network (destination) to
which a host is directly connected via its network interface. The
Interface column lists the device name of the network controller on
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which the network interface is configured, and the Gateway column
lists the IP address assigned to this network interface. Since sales
has two controllers connecting it to two networks, there are two
entries.

A minimal routing table such as these is built by default during
network startup. The table is sufficient to allow a host to reach
other hosts on the same subnet. To illustrate how this works,
suppose a user on dgl attempts to log in to host sunl:

dgl$% telnet sunl
Here’s what host dgl does:

a. Finds out that sunl’s IP address is 128.223.2.3.
b. Searches its routing table for sunl’s exact address, which fails.

c. Searches for a route to sunl’s network, which succeeds. (For
this search, dgl applies the network mask to address
128.223.2.3, revealing subnet address 128.223.2.)

d. Connects with sunl. (To do this, using ARP, dgl maps
128.223.2.3 to sunl’s Ethernet address.)

Following this same procedure, because it is connected to both
subnets, host sales can reach dgl and sunl on subnet A and sys56
on subnet B. However, if a user on dgl attempts to log in to host
sys56, here’s what happens:

dgl% telnet sysb6
telnet: connect: Network is unreachable

For the simple network topology illustrated in Figure 2-8, there is
a simple way to set up static routes allowing the hosts on subnets A,
B, and C to communicate. To each routing table, you add a default
route: a forwarding address to use when no exact host or network
address is found. Specifically, on host dgl, you add a default route
to the subnet A router, sales:

Destination Gateway Interface
127.0.0.1 127.0.0.1 loop0
128.223.2 128.223.2.2 dgen0
default 128.223.2.1 dgen0

In effect this line says: send any messages addressed to hosts on
other subnets to the subnet router and let it decide what to do. If
you add similar routes to each subnet A and subnet B host, the
hosts will be able to reach one another. However, if the dgl user
tries to log in to a host located on subnet C, the same “Network is
unreachable” message appears. To solve this problem, on the router
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sales, you can add a default route to the router for subnets B and
C, sys56:

Destination Gateway Interface
127.0.0.1 127.0.0.1 loop0
128.223.2 128.223.2.1 cien0
128.223.1 128.223.1.10 cienl
default 128.223.1.5 cienl

Now, sales forwards data addressed to hosts that are not on
subnets A and B to sys56, which decides what to do with the data.
If you add default routes like that shown above for dgl to each
subnet C host, the hosts on subnets A, B, and C can communicate.

The default route mechanism has its limits. Subnet B (see Figure
2-8) has two routers, sales-alt and sys56. For subnet B hosts,
should you set the default destination to sales-alt or sys56? You
might choose to add specific routes to both routers and also set the
default to one of them. Or you might set the default to one subnet
router and make sure it has a route to the other subnet. There are
other possibilities, which multiply geometrically if you add a third
router to subnet B.

As you can see from this discussion, static routing works well in
simple network topologies. But where hosts on a LAN have more
than one possible way to reach one another, static routing becomes
complicated to set up and difficult to maintain. Also, the more
possible routes there are between networks, the harder it is to
determine the best route.

Dynamic Routing

If you choose dynamic routing, you set up your network to run
routing programs that exchange routing information with one
another and update the routing tables of network hosts, without
manual intervention. Where multiple paths are possible, the
programs determine the best path. Where the best or usual path is
not available (for example, because a router is down), the programs
provide alternative routes.

Routing protocols define the mechanisms used by dynamic routing
programs. Protocols run on routers: systems (hosts or
special-purpose computers) connected to two or more physical
networks or subnets that exchange routing information about local
hosts and keep their routing tables current. TCP/IP for AViiON
supports Routing Information Protocol (RIP) Version 1 and Version
2 and Open Shortest Path First (OSPF) Version 2. Another
protocol, HELLO, is also supported but is seldom used for routing.
RIP, the older and more widely used, runs on all versions of DG/UX
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and on most other UNIX systems. OSPF is supported on some
UNIX versions including current (1994 or later) DG/UX releases.

TCP/IP for AViiON supports two dynamic routing programs,
routed(1M) and gated(1M). The older program, routed,
implements RIP only. It runs on all versions of DG/UX and on most
other UNIX systems. The newer dynamic routing daemon, gated,
implements OSPF and HELLO as well as RIP. Gated runs on
current (1994 or later) DG/UX releases. We recommend gated in all
dynamic routing configurations.

Configuring gated

The gated program includes an extensive, C-like language for
selecting routing protocols and describing network topologies. By
default, gated is configured for RIP. If your network uses only RIP,
the default configuration may be sufficient. Simply start gated on
hosts that should participate in dynamic routing (or routed on any
hosts that do not support gated).

This section illustrates how to go about configuring gated for OSPF
through examples. Compared with RIP, OSPF offers greater
flexibility and significant performance gains. See the next chapter,
“Configure Dynamic Routing with gated” when you’re ready to
configure gated. See gated(1M) and gated—config(4M) for
additional information. For complete OSPF information, see RFC
1247.

Figure 2-9 shows a sample LAN consisting of four systems
connecting three TCP/IP subnets and an X.25 network. The
remainder of this chapter illustrates how you could configure these
four systems for dynamic routing with gated and OSPF.

The TCP/IP network at the top (128.999.1) runs RIP only. The
network on the lower left is an X.25 network. The other TCP/IP
subnets run both RIP and OSPF.

Figure 2-9 shows two routers (systemA and systemB) and two
non-routing hosts (systemC and systemD). While only four
systems are shown, assume that the LAN includes multiple
additional routers providing additional connections between these
(and other) networks, and that each network includes additional
non-routing hosts. This is important. If the LAN consisted only of
the networks and systems shown in the figure, static rather than
dynamic routing would be the better choice.

Why do networks 128.999.8 and 128.999.3 run both RIP and OSPF?
The assumption is that these networks include some hosts that
support only routed and RIP, and other hosts that support gated
and OSPF. Where all the hosts on a network support gated and
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OSPF, it is best for performance to configure each host for gated
and OSPF with RIP disabled.

To outside WAN

RIP ' network
128.999.1
128.999.1.99

systemC systemA systemD
128.999.8.61 128.999.8.30 128'1_9?9'8'30
?P network
osij L_J 128.999.8
network
128.999.3
128.999.8.29 E——
128.999.27.1 128.999.3.108
/\/ systemB
X.25
network
SLIP Interfaces e
RIP
&
OSPF

Figure 2-9  Dynamic routing with RIP and OSPF

SystemA

A sample configuration file for the router systemA is shown in
Figure 2-10. As indicated in the figure, the gated configuration file
may contain eight classes of statement. The configuration file
includes, in each section, comments illustrating gated
configuration syntax. Figure 2-10 omits these comments, showing
only the lines that have been added for systemA. Also, the lines
shown in the figure are numbered for ease of reference. The
numbers are not in the file.
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100

101~

102
103
200
201
202
203
300
301
302
303
400
401
402
403
500
501
502
503
504
505
506
600
601
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603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
700
701
702
703
800
801
802
803
804
805
806
807

HAHHHHHHHAHHA RS H AR SR
# DIRECTIVE STATEMENTS
HEHHB RSB AR S ASRHR AR
#
HEHHHHHHH AR A SRS H SRS
# TRACE STATEMENTS
HEHHHHHEH AR H B S
#

RS RS E ST S TS T L s TR
# OPTIONS STATEMENTS

HESHHH ARG SRS RS
#

HEBH AR HHH RS AR H RS H RS H
# INTERFACE STATEMENTS
HHEHBHHHARHH SR H SR H AR H S
#

HAHHHAHHBHH SRR RS
# DEFINITION STATEMENTS
HEHHHAHHHH R AR AR R R RS HH
#

routerid 128.999.8.30 ; #SystemA

HAHHHAHHHHAH S HRH SRR R EHH
# PROTOCOL STATEMENTS
HEHHHHHHRHFRAHSHEAF RS H AR
#

rip on ;

hello off ;

ospf on {
monitorauthkey ”"mypasswd” ;
backbone {
authtype simple ;
interface 128.999.8.30 {
enable ;
priority 100 ;
authkey "mypasswd” ;

HHAHHHAHHAHBHH RS AR RS RS H S

# STATIC STATEMENTS

HABHHAHAHAHBHSHAH SR H B R HHH

#

HAHAHAHHAHAHHBHAHAH SR H AR HH

# CONTROL STATEMENTS

HAHAHHHHHH AR BB HAH AR H SRS HS

#

export proto ospfase {
proto direct ; # Announce *all* direct interfaces via OSPF
proto rip ; # Announce *all* received RIP destinations via OSPF

Yo
Figure 2-10 Sample gated configuration file for systemA

Definition Section

By default, where OSPF is enabled, gated sets a system’s OSPF
router ID to the IP address of whichever network interface it first
encounters. Line 504 specifically sets the OSPF router ID to the
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Protocol Section

address of the systemA interface (128.999.8.30) to the network
that runs OSPF. This statement prevents the other systemA
interface (128.999.1.99) from possibly becoming the OSPF router
ID.

Line 604 starts RIP in default mode on both of systemA’s network
interfaces. The RIP default mode is compatible with the routed
program, whereby RIP updates are supplied only by systems with
more than one network interface and RIP version 1 packets are
transmitted in IP broadcast mode. Line 607 disables the HELLO
protocol. Since RIP is enabled and HELLO is disabled by default,
these lines could have been omitted from the example, but are
shown for completeness.

Lines 610—620 activate the OSPF protocol. Line 611 specifies that
gated on this system should look for the named authentication
string in all OSPF packets, and ignore any that do not contain the
string. The other systems in this network are configured for the
same authentication key, to allow unrestricted exchange of packets.

OSPF allows you to subdivide a LAN into areas: groups of one or
more subnets that you wish to configure independently from the
rest of the LAN. Each area of a LAN runs a separate copy of the
OSPF routing algorithms. In large or heterogeneous LANS, the area
feature of OSPF improves performance by allowing routing to be
configured based on particular local characteristics within the LAN.

Our sample network (Figure 2-9) contains only one area. Where
this is the case, the area is configured as the backbone area. Where
there are multiple areas, you configure each in a separate,
numbered section, beginning with area number 1. While areas are
optional, a backbone section is required. Where area sections other
than the backbone are present, they must precede the backbone
section.

Since the sample LAN has only one area (the backbone), all the
statements in lines 612—619 apply to it. Line 613 enables
authorization by simple password within this area. Password
generation is on a per—interface basis. Thus, line 617 names the
string that will be added to OSPF packets generated on this
interface.

While systemA has two network interfaces, only one of them
(128.999.8.30)1s to an OSPF network. This is indicated in lines
614-616, which enable OSPF on the interface to the network that
runs OSPF.
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Control Section

SystemB

Note that, when you start RIP (line 604), it starts by default on all
of a system’s network interfaces. By contrast, there is no default
with OSPF. Its startup statement (lines 610-620) specifically
identifies each network interface on a system that should run
OSPF.

In an OSPF network, the routers within each area exchange
routing information only until they reach agreement about the
routing topology of the area. This process is called synchronization.
After reaching synchronization, the routers on each area subnet
choose a designated router for the subnet, and also a backup
designated router. The designated router assumes routing
responsibility for its subnet. While an area remains in
synchronization, only the designated routers exchange routing
information, thus reducing area traffic. If an event occurs that
changes the routing topology within an area (for example, an
interface or router goes down, or a new interface is added), the
routers within that area re—enter synchronization, and at the
conclusion re—select one or more designated routers.

The priority value (line 616) is used during the selection of the
designated router. A value of 0 (the default priority) prevents a
system from being selected. Routers with non-zero priorities are
eligible for selection: the larger a router’s priority (maximum 255),
the greater its likelihood of being selected.

Control statements specify which routes and protocols are received
(imported) from other routers or advertised (exported) to them.
They are needed on systemA because it is a router connecting a
network that runs only RIP with one that runs both RIP and OSPF.

Lines 804-807 instruct gated on systemA to translate the RIP
packets it receives from network 128.999.1 to OSPF, before
supplying OSPF packets to network 128.999.8. Without these lines,
the routing table updates received by systemC, which runs only
OSPF, would not include the routes being advertised on the RIP
network 128.999.1.

The configuration file for systemB is shown in Figure 2-11. The
Definition statement is identical to systemA’s except for the
address. Because gated on this system does not need to translate
between protocols, no Control statements are needed. The other
differences appear in the Interface and Protocol sections, as
explained below.

2-20

Licensed Material — Property of the copyright holder(s) 093-701051-06



Routing

400
401
402
403
404
405
406
407
408
409
500
501
502
503
504
505
506
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627

HhHHHFH R Y
# INTERFACE STATEMENTS
HhHHHH AR R

#

interfaces {
interface slip passive ; # Don’t time out SLIP interfaces
interface 128.999.27.1 passive ; # Don’t time out X.25 interface

HESHHH AR AR SRR R

# DEFINITION STATEMENTS
HEGHHBAHH AR AR RS

#

routerid 128.999.8.29 ; #SystemB

Hh#HHE SRR
# PROTOCOL STATEMENTS
Hh#HHH R

#
rip on {
interface slip noripin noripout ; # No RIP on SLIP interfaces
interface 128.999.27.1 noripin noripout # or X.25 interface
Yo
hello off ;

ospf on {
monitorauthkey “mypasswd”
backbone {
authtype simple ;
interface 128.999.8.29 {
enable ;
priority 100 ;
authkey "mypasswd” ;
} o
interface 128.999.3.108 {
enable ;
priority 100 ;
authkey "mypasswd” ;

o

Figure 2-11 Sample gated configuration file for systemB

Interface Section

For each interface route on a system, gated maintains a preference:
a value between 0 (the default for direct interfaces) and 255
indicating the route’s likelihood of being used. The lower the
preference, the greater the likelihood. Also maintained for each
interface is a down time preference: a value, 120 by default, that
gated sets a route’s preference to if it believes the interface to be
down.

On a router, if gated stops receiving updates on an interface, it

assumes the interface is down, sets the interface’s preference to the
down time preference value, and stops advertising that interface to
the network. Lines 404—407 prevent this behavior for the SLIP and
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Protocol Section

the X.25 interfaces. The X.25 network does not run a routing
protocol, and the SLIP interfaces are unlikely to. Without these
lines, gated would probably stop advertising these interfaces on the
incorrect assumption that they were down.

SLIP interfaces have the string “slip” in their names. The argument
slip (lines 405 and 605) is a wildcard name that resolves to any
slip interface. The X.25 interface is referenced specifically by its IP
address. Interfaces can also be referenced by interface or controller
name.

Host systemB is connected to two subnets, each of which runs both
RIP and OSPF. The system also has an interface to an X.25
network, and is configured to be a SLIP server for one or more SLIP
clients.

Lines 604-607 enable RIP on all of systemB’s interfaces except for
the SLIP and X.25 interfaces. Because serial or modem lines are
slow, it would not be a good idea for systemB to supply routing
packets to SLIP clients. (Typically, SLIP clients use static default
routes to their SLIP server rather than participate in dynamic
routing.) The X.25 interface is excluded because it does not run a
routing protocol.

Lines 612—627 enable OSPF on systemB’s interfaces to the two
OSPF networks. Since OSPF is started only on the named
interfaces, there is no need, as with RIP, to worry about SLIP
clients. OSPF is not enabled on the interface to the X.25 network
because that network does not run OSPF. (This is a feature of the
example: X.25 networks support the running of routing protocols.)

Hosts systemC and systemD

Hosts systemC and systemD are typical of clients on a LAN that
uses dynamic routing. Each has a single network interface and runs
a single network protocol. The hosts get their routing tables
updated but do not actively participate in routing decisions.

Host systemC is connected to a network that runs both RIP and
OSPF, but it runs only OSPF. The configuration file for systemC is
shown in Figure 2-12.

Because systemC has only one interface, a Definition statement
would be redundant. Because it runs a single protocol, it requires
no Control statements.

In the Protocol section, lines 604 and 607 disable RIP and HELLO.
Lines 610-620 enable OSPF on systemC’s network interface. To
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600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620

prevent this system from being selected as designated router, line
616 sets its priority to 0. (Since 0 is the default, this line could be
omitted.)

HHEHH G H RS HRRAR
# PROTOCOL STATEMENTS
HEHSHHHHHH RS
#

rip off ;

hello off ;

ospf on {
monitorauthkey "mypasswd” ;
backbone {
authtype simple ;
interface 128.999.8.61 {
enable ;
priority 0 ;
authkey "mypasswd” ;

Yo
Figure 2-12 Sample gated configuration file for systemC

Host systemD has a single interface to a network that runs both
RIP and OSPF. To run RIP on this system, no configuration is
required because the default gated configuration file enables RIP
and disables HELLO and OSPF. Because systemD has only one
network interface, gated receives broadcasts from area routers but
does not send any.

Host systemD could be a system that does not support gated. For
example, it might be an AViiON system running a version of DG/UX
released earlier than 1994, or a system from another vendor. In this
case, to enable RIP, simply start the program routed.

End of Chapter
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Administering a DG/UX
TCP/IP Network

The primary tool for managing your DG/UX TCP/IP network is
sysadm. To see the TCP/IP maintenance functions, become
superuser, start sysadm, and select Networking-> TCP/IP:

Session File System System Client Device Logging ; Networking | User Software Availability HEIFJ
[ TCPAP pLTooso it
NFS/NIS p i Daemons&Protocols b
Uucp i Databases ]
Monitor | Interfaces >
Parameters B
Routes ]
[+
BT - s ]
Manage TCP/IP
Figure 3-1 The TCP/IP maintenance procedures, graphical interface
The sysadm program also has an ASCII interface. If you start the
program from an ASCII terminal (or type asysadm from a terminal
window), a display like the following appears instead:
TCP/IP Network Menu
1 Daemons&Protocols -> Manage TCP/IP daemons & protocols
2 Databases -> Manage TCP/IP databases
3 Interfaces -> Manage TCP/IP network interfaces
4 Parameters -> Manage TCP/IP parameters
5 Routes -> Manage TCP/IP routing
Enter a number, a name, ? or <number>? for help, <NL> to
redisplay menu, ~ to return to previous menu, or g to quit:
Figure 3-2 The TCP/IP maintenance procedures, ASCII interface

While the selection methods differ, the graphical and ASCII
versions are functionally equivalent. The illustrations in this
chapter are taken from the graphical version of sysadm.

You may perform the maintenance functions with shell commands,
by editing system files, or with sysadm. This chapter explains the
sysadm interface but it names the analogous command or
configuration file. If you prefer the command interface, see the
appropriate man pages.

This chapter explains the sysadm configuration procedures for
routing, the Domain Name System (DNS), the Simple Network
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Management Protocol (SNMP), and the Serial Line Internet
Protocol (SLIP). There are other, non-sysadm procedures that you
may have to perform to complete configuration in these areas.
These subjects are discussed at greater length in other chapters
(see the table of contents). There is no sysadm interface for
sendmail; see Chapter 4 for sendmail configuration information.

The last section of the chapter, “Miscellaneous Administrative
Topics,” discusses several administrative topics that cannot be
performed with sysadm.

Maintain Databases

Figure 3-3

The TCP/IP databases define the pieces that make up your
network: host and network names and addresses, network
interfaces, and network services. To see the databases, select
Networking-> TCP/IP-> Databases:

j Hosts
| Ethers

Networks
| Services

| Trusted Hosts

Database maintenance procedures

Networks that use the Network Information Service (NIS)
administrative database system typically store these databases
(except the last) centrally, on the NIS master host, which
disseminates the information to the other hosts on the LAN. On
networks that do not use NIS, each host on the LAN includes locally
the information it needs to communicate with other LAN or
Internet hosts.

Maintain Host Names and Addresses

The hosts database matches host names with their IP addresses.
Select Networking-> TCP/IP-> Databases-> Hosts to see the
host maintenance functions:
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Figure 3—4

Host maintenance procedures

Every AViiON system has a local host file, /etc/hosts. The local
hosts file must contain:

® An entry for the loopback pseudo—device. This entry is the same
on every system (name localhost, IP address 127.0.0.1)
and you don’t have to add it. But make sure you do not delete
it.

® An entry for each controller installed on the system. For
systems having only one controller, you normally do not need to
add the name and address, as this is done when you install
DG/UX on the system from the release tape or CD-ROM. For
systems having more than one controller, you must add a name
and IP address for each additional controller as explained in
“Add Hosts” below, then add a network interface for the
controller as explained in the section “Add a Network
Interface.”

® On systems that define static routes, an entry for each host
named in the route section of /etc/tcpip.params.

If your network uses the Network Information Service (NIS), the
local hosts file need not (and probably does not) contain any other
entries than these. Typically, on networks that use NIS, you add
any other host names and addresses needed by the network to the
hosts database on the NIS master rather than to the local host files
on individual systems.

You can update or list the local file or (if your network uses NIS) list
the hosts in the NIS master file. If your host is the NIS master, you
can update the NIS hosts database.

The Domain Name System (DNS) provides another method of
resolving Internet addresses that supplements the hosts
mechanism explained in this section. The DNS software is included
with DG/UX TCP/IP but is not configured by default. To set up DNS
on a server, see Chapter 5. To set up DNS on a client, see the
section “Manage DNS” in this chapter.
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List Hosts

Add Hosts

IMPORTANT:

Modify Hosts

Select Networking-> TCP/IP-> Databases—> Hosts—> List
to see the hosts database:

Hosts database to use: This prompt appears if your network uses
NIS. Select NIS (YP) to see the NIS hosts database or Local (/etc)
to see the /etc/hosts file on the local system. Once you identify
the database, a scrollable and printable report appears.

Select Networking-> TCP/IP-> Databases—> Hosts-> Addto
add a host:

Hosts database to use: This prompt appears only if you are on the
NIS master host. Select NIS (YP) to add to the hosts database on
the NIS master or Local (/ete) to add a host to /etc/hosts file on
the local system.

Host Name: Enter the host’s name, which must not already exist
in the hosts file.

Internet Address: Enter the host’s IP address.

Alias List: Optionally, enter one or more alternate names for the
host, separated by commas.

A host (for example, a gateway or router) may be connected to more
than one network or subnet. Such hosts have a different IP address
for each LAN interface (controller). Add such hosts once for each
interface, each time specifying a different name. We suggest you
follow a convention such as hostname, hostname-alt, and
hostname-slip. To further differentiate between a host and its
LAN interfaces, you can add descriptive aliases.

Select Networking—> TCP/IP-> Databases-> Hosts->
Modi fy to change a host name, IP address, or alias. If you are
working from any host except the NIS master, this prompt appears:

Host Name: Identify the record in the /etc/hosts file you wish to
modify.

If you are working from the NIS master, prompts appear allowing
you to transfer a record as well as modify it:

Hosts database to search: If you are transferring a record
between the local file on the NIS master and NIS master file,

3-4

Licensed Material — Property of copyright holder(s) 093-701051-06



Maintain Databases

identify the file you wish to transfer from: Local (/etc) to transfer
from the /etc/hosts file, or NIS (YP) to transfer from the NIS
master file. If you are not transferring a record, these selections
identify the file containing the record you wish to modify.

Host Name: Identify the host record to modify or transfer.

Hosts database to modify: Select NIS (YP) to modify the NIS
master file or Local (/etc) to modify the /etc/hosts file.

Once you've identified the database and record, you can change the
name, address, or alias (see “Add Hosts” above for descriptions).

Delete Hosts

Select Networking—-> TCP/IP-> Databases-> Hosts->
Delete to remove a host.

Hosts database to use: This prompt appears only if you are on the
NIS master host. Select NIS (YP) to delete from the hosts database
on the NIS master or Local (/ete) to delete from the /etc/hosts
file. '

Host Name(s): Enter the name of one or more hosts to delete,
separated by commas.

IMPORTANT: The /etc/hosts file on each host must contain the loopback entry
plus entries for each installed network interface (controller). Do not
remove these entries.

Maintain Ethernet Addresses

The ethers database matches host names on a LAN with their
Ethernet addresses. On Ethernet networks, diskless clients and X
terminals use this database when booting from their servers. You
need to maintain this information only on servers that support
diskless clients or X terminals.

Select Networking-> TCP/IP-> Databases-> Ethers to see
the ethernet address maintenance functions:

[Ethers Tear—off]

Figure 3-5 Ethernet address maintenance procedures
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Every AViiON system has a local ethernet address file,
/etc/ethers. You can update or list the local file, or list the
entries in the NIS master file. If your host is the NIS master, you
can update the NIS ethers database.

A system’s Ethernet address is displayed during power up. To find
out the Ethernet address of a running system, use one of the
following commands. The first works for a remote system named
host on the same network or subnet. The second method, which
returns the Ethernet addresses of all network interfaces on host,
works for hosts that support SNMP.

oe

ping host; arp host
% snmpgetmany host public ifDescr ifPhysAddress

List Ethernet Addresses

Select Networking-> TCP/IP-> Databases-> Ethers-> List
to see the ethers database:

Ethernet database to use: This prompt appears if your network
uses NIS. Select NIS (YP) to see the NIS ethernet database or
Local (/ete) to see to /etc/ethers file on the local system. Once
you identify the database, a scrollable and printable report appears.

Add Ethernet Addresses

Select Networking-> TCP/IP-> Databases-> Ethers-> Add
to add an Ethernet address for a host:

Ethernet database to use: This prompt appears only if you are on
the NIS master host. Select NIS (YP) to add to the ethers database
on the NIS master or Local (/etc) to add an address to the
/etc/ethers file on the local system.

Host Name: Enter the host’s name, which should already exist in
the hosts database.

Ethernet Address: Enter the host’s Ethernet address.

Modify Ethernet Addresses

Select Networking-> TCP/IP-> Databases-> Ethers->
Modi fy to change a host’s name or its Ethernet address. If you are
working from any host except the NIS master, this prompt appears:

Host Name: Identify the record in the /etc/ethers file you wish
to modify.
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If you are working from the NIS master, prompts appear allowing
you to transfer a record as well as modify it:

Ethernet database to search: If you are transferring a record
between the local file on the NIS master and NIS master file,
identify the file you wish to transfer from: Local (/etc) to transfer
from the /etc/ethers file, or NIS (YP) to transfer from the NIS
master file. If you are not transferring a record, these selections
identify the file containing the record you wish to modify.

Host Name: Identify the record to modify or transfer.

Ethernet database to modify: Select NIS (YP) to modify the
NIS master file or Local (/etc) to modify the /etc/ethers file.

Once you've identified the database and record, you can change the
name, address, or alias (see “Add Ethernet Addresses” above for
descriptions).

Delete Ethernet Addresses

Select Networking-> TCP/IP-> Databases-> Ethers->
Delete to remove an Ethernet address.

Ethernet database to use: This prompt appears only if you are on
the NIS master host. Select NIS (YP) to delete from the ethers
database on the NIS master or Local (/etc) to delete from the
/etc/ethers file.

Host Name(s): Enter the name of one or more hosts whose
Ethernet address you wish to delete. Separate the names by
commas. You are prompted to confirm the deletion.

Maintain Network Names and Addresses

The networks database matches network or subnet names with
their IP addresses. Select Networking-> TCP/IP->
Databases-> Networks to see the network maintenance
functions:

Figure 3-6 Network maintenance procedures
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List Networks

Add Networks

Every AViiON system has a local network file, /etc/networks.
You can update or list the local file, or (if your network uses NIS)
list the networks in the NIS master file. If your host is the NIS
master, you can update the NIS networks database.

Select Networking-> TCP/IP-> Databases-> Networks->
List to see the networks database:

Networks database to use: This prompt appears if your network
uses NIS. Select NIS (YP) to see the NIS networks database or
Local (/etc) to see the /etc/networks file on the local system.
Once you identify the database, a scrollable and printable report
appears.

Select Networking-> TCP/IP-> Databases-> Networks->
Add to add a network or subnet:

Networks database to use: This prompt appears only if you are
on the NIS master host. Select NIS (YP) to add to the networks
database on the NIS master or Local (/etc) to add a network to the
/etc/networks file on the local system.

Network Name: Enter the network’s name, which must not
already exist in the networks file.

Internet Address: Enter the IP address of the network. Use a full
four octets: for example, 111.222.1.0 rather than 111.222.1.

Alias List: Optionally, enter one or more alternate names for the
network, separated by commas.

Modify Networks

Select Networking-> TCP/IP-> Databases-> Networks->
Modi fy to change a network’s name, IP address, or alias. If you are
working from any host except the NIS master, this prompt appears:

Network Name: Identify the record in the /etc/networks file
you wish to modify.

If you are working from the NIS master, prompts appear allowing
you to transfer a record as well as modify it:

Networks database to search: If you are transferring a record
between the local file on the NIS master and NIS master file,
identify the file you wish to transfer from: Local (/etc) to transfer
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from the /etc/networks file, or NIS (YP) to transfer from the
NIS master file. If you are not transferring a record, these
selections identify the file containing the record you wish to modify.

Network Name: Identify the record to modify or transfer.

Networks database to modify: Select NIS (YP) to modify the
NIS master file or Local (/ete) to modify the /etc/networks file.

Once you’ve identified the database and record you want to modify,
you can change the name, address, or alias list (see “Add Networks”
above for descriptions).

Delete Networks

Select Networking-> TCP/IP-> Databases-> Networks->
Delete to remove a network.

Networks database to use: This prompt appears only if you are
on the NIS master host. Select NIS (YP) to delete from the
networks database on the NIS master or Local (/etc) to delete from
the /etc/networks file.

Network Name(s): Enter the name of one or more networks to
delete, separated by commas.

IMPORTANT: The /etc/networks file on each host must contain the
loopback-net entry. Do not remove it.

Maintain Service Names and Ports

A network service is an application program available via the
network. When executing, a service has a unique port number. The
services database matches service names and TCP/IP protocols with
port numbers. After a packet reaches the correct host destination,
the port number ensures that the data reaches the correct process.
Select Networking-> TCP/IP-> Databases-> Services to see
the host maintenance functions:

| Delete...

| List.

Figure 3-7  Network services maintenance procedures
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Every AViiON system has a local services file, /etc/services.
You can update or list the local file, or (if your network uses NIS)
list the networks in the NIS master file. If your host is the NIS
master, you can update the NIS services database.

List Network Services

Select Networking-> TCP/IP-> Databases-> Services->
List to see the services database:

Services database to use: This prompt appears if your network
uses NIS. Select NIS (YP) to see the NIS services database or
Local (/ete) to see the /etc/services file on the local system.
Once you identify the database, a scrollable and printable report
appears.

Add Network Services

Select Networking-> TCP/IP-> Databases-> Services->
Add to add a service:

Services database to use: This prompt appears if your network
uses NIS. Select NIS (YP) to add to the services database on the
NIS master or Local (/etc) to add to the /etc/services file on
the local system.

Service Name: Enter a name for the service.

Service Protocol: Enter the protocol used by the service: udp,
tcp, or another protocol supported by your network. Protocols
entered here must be present in the file /etc/protocols.

Service Port: Enter the port number: an unassigned decimal value
> 256 (for UNIX~specific services) or > 1024 (for general services).
Numbers below 256 are reserved for system services. (System
services are defined in the Assigned Numbers RFC.)

Service Name Aliases: Optionally, enter one or more alternate
names for the service, separated by commas.

Modify Network Services

Select Networking-> TCP/IP-> Databases-> Services->
Modi fy to change a service name, protocol, port number, or alias.
If you are working from any host except the NIS master, these
prompts appears:

Service Name: Identify the record in the /etc/services file you
wish to modify.
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IMPORTANT:

Service Protocol: Enter the service’s protocol.

If you are working from the NIS master, prompts appear allowing
you to transfer a record as well as modify it:

Services database to search: If you are transferring a record
between the local file on the NIS master and NIS master file,
identify the file you wish to transfer from: Local (/etc) to transfer
from the /etc/services file, or NIS (YP) to transfer from the
NIS master file. If you are not transferring a record, these
selections identify the file containing the record you wish to modify.

Service Name: Identify the record to modify or transfer.
Service Protocol: Enter the service’s protocol.

Services database to modify: Select NIS (YP) to modify the NIS
master file or Local (/etc) to modify the /etc/services file.

Once you've identified the database and record you want to modify,
you can change the name, protocol, port number or alias list (see
“Add Network Services” above for descriptions).

A number of services are predefined by Data General. Do not
modify these.

Delete a Network Service

IMPORTANT:

Select Networking-> TCP/IP-> Databases-> Services-—>
Delete to delete a service:

Services database to use: This prompt appears only if you are on
the NIS master host. Select NIS (YP) to delete from the services
database on the NIS master or Local (/etc) to delete from the
/etc/services file.

Service Name: Enter the name of the service you want to delete.

Service Protocol: Enter the service’s protocol.

A number of services are predefined by Data General. Do not delete
these.

Maintain Trusted Hosts and Users

By default, users who log in to a network host through rlogin or
remsh must enter passwords. The trusted hosts file
(/etc/hosts.equiv) may list network hosts whose users should
be exempt from this requirement. Select Networking-> TCP/IP->
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Databases—-> Trusted Hosts to see the trusted host
maintenance functions:

rusted Hosts Tear-o

Delete...

| Modify..
| List

Figure 3-8 Trusted Hosts maintenance procedures

These procedures modify or display the /etc/hosts.equiv file on
the local host.

List Trusted Hosts

Select Networking-> TCP/IP-> Databases-> Trusted
Hosts-> List to see the trusted hosts file.

Add Trusted Hosts

Select Networking-> TCP/IP-> Databases-> Trusted
Hosts—> AdAd to add a trusted host:

Host Name: Enter a valid hostname expression, as explained
below:

+ Match all hosts.

+@ groupname Match all hosts in groupname. For more
information about defining groups, see
netgroup(4).

—@groupname  Deny access to users from all hosts in groupname.
hostname Allow access to users from hostname.
—hostname Deny access to users from hostname.

If your network uses the Domain Name System (DNS), you may
need to enter fully—qualified DN'S host names as well as simple host
names: for example, sys01.tnt.acme.com as well as sys01.
Similarly, hosts with multiple network interfaces may need to be
added more than once: for example, sys01-alt as well as sys01.
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IMPORTANT:

User Name: Optionally enter a valid username expression. Blank

or all means all users on Host Name can log in to this host

without entering passwords. A username expression may include:

+ Match all users.

+@groupname  Match all users in groupname. For more
information about defining groups, see
netgroup(4).

—@groupname  Deny access to all users in the groupname.

user Allow access to specified user.

—~user Deny access to specified user.

This procedure enforces correct syntax but does not prevent you
from entering an incorrect host or user name.

Modify Trusted Hosts

Select Networking-> TCP/IP-> Databases-> Trusted
Hosts->.Modify to change a host or user entry in
/etc/hosts.equiv:

Select trusted host Entry: Select the trusted host entry you wish
to modify.

Delete Trusted Hosts

Select Networking-> TCP/IP-> Databases-> Trusted
Hosts-> Delete to remove a trusted host entry from
/etc/hosts.equiw.

Select trusted host Entry: Select the trusted host entry you wish
to delete.

Maintain Network Interfaces

Each network host has one or more communications controllers
connecting it to one or more physical networks. Controllers are
hardware devices that, as data passes through them, translate
between the different formats required by a physical network and
the TCP/IP software. Use these procedures to configure or maintain
TCP/IP interfaces for controllers. Select Networking-> TCP/IP->
Interfaces to see the interface maintenance functions:
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nterfaces Tear-off]

Detach...
| Start..
| Stop...

Figure 3-9 Network interface maintenance procedures

If a system includes a controller at the time you install (or update)
TCP/IP from a DG/UX release tape or CD-ROM, a TCP/IP interface
(the primary interface) will be set up as part of the DG/UX
installation procedures (explained in Installing the DG | UX
System). Use the interface maintenance procedures described in
this section to:

® Modify an interface.

® Add a TCP/IP interface to an additional controller(s) on a
system that includes more than one: the DG/UX installation
procedures provide for setup of the primary interface only.

® Add an interface for a controller purchased since the last
DG/UX update.

When setting up a new interface on a running system, the
recommended order of procedures is: (1) add the interface as
explained in this section; (2) rebuild the kernel (select System->
Kernel-> Build to add the new controller to the system file); (3)
shut down your system (4) install the new controller (5) reboot.

When installing and setting up a controller, consult the applicable
hardware documentation. Table 3-1 lists currently available
controllers or devices available for AViiON systems.

3-14
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Table 3-1 Common Network Devices

Name in/dev  Description

loop Loopback pseudo-device

hken VME-based Ethernet controller (VLC)

cien VME-based intelligent Ethernet controller (VLCi)
inen Integrated LAN controller

dgen Second generation integrated LAN Controller
ixe IXE pseudo-device, for X.25 support

vitr VME-based token ring device (VTRC)

pefn VME-based FDDI controller (VFC)

For more information about the VLC, see the V/Ethernet 3207
Hawk Local Area Network Controller for Ethernet User’s Guide. For
more information about the VLCi, see VLCi Ethernet LAN
(CMC-130) Controller Reference Guide. For information about how
to jumper the VTRC controller and about how to insert the board in
the 2-slot VME chassis, see Setting Up and Installing VMEbus
Options in AViiON Systems. For more information about how to
install the VTRC in AViiON 5000 Series systems, see Expanding the
AViiON® 5000 Series System. For more information about the about
the VTRC controller itself, see Configuring the VME Token Ring
Controller (VTRC) for AViiON Systems. For more information about
the VFC, see V/FDDI (4211 Peregrine) User’s Guide. Also, see the
hken(7), cien(7), inen(7), dgen(7), ixe(7), vitr(7), and pefn(7)
manual pages.

List Network Interfaces

To see a host’s network interfaces, select Networking-> TCP/IP->
Interfaces-> List. (See the next section for an explanation of
the displayed information.)

Add a Network Interface

IMPORTANT: Before adding an interface, add its IP name and address to the local
(/etc/hosts) file. See “Add Hosts” above for this procedure.
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® After adding a controller, you usually must rebuild the kernel and
reboot your system. The new interface does not start until you do.

To add a network interface, select Networking—-> TCP/IP->
Interfaces—> Add. Then go to the appropriate section:

e “Add a Standard Interface” if you're adding a LAN interface
over an Ethernet, Token Ring, or FDDI controller

® “Add a SLIP Interface” to add a serial interface over a TTY port

® “Add an IXE Interface” if you’re adding an interface to an X.25
network over an IXE pseudo—device

Add a Standard Interface

Host Name: Enter the name or associated IP address to be
assigned to this network interface. This name must exist in the
local hosts (/etc/hosts) file.

Device: Enter the name of the controller to which this interface
applies. Table 3-1 lists controller device identifiers for currently
available controllers.

A device name includes its number, beginning with 0. Thus, if you
are adding an interface to a pefn device, enter pefn0 if the system
currently has no pefn device, pefni if you are adding an interface
for a second pefn device, pefn2 for a third, and so on. The device
name resolves to an identical name in /dev, which the kernel
recreates each time the system is booted.

After identifying a controller’s internet name or address and device
name, you are prompted for these items of information:

Netmask: Enter a netmask or accept the displayed value. You must
enter a netmask if your network includes subnets.

Broadcast Host Address: Select ones if the network includes only
AViiON and other SVID—compliant systems. Select zeroes if the
network must support BSD 4.2—compliant systems.

Link Level Protocol: Select ether (Ethernet) or IEEE 802.3.
Based on this entry, the system assigns a name to the interface. For
ether protocol, the interface name is the same as the device name.
For IEEE 802.3 protocol, the interface name is the device name
with a prefix of snap_: for example, snap_ineno.

Add a SLIP Interface

IMPORTANT: Adding a SLIP interface with this procedure does not complete the
procedure. See the section “Manage SLIP.”
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Host Name: Enter a dialsystem name. This name should be
defined in files /etc/slipdialinfo and etc/slipusers. Ifitis
not, a warning will appear but the interface will still be added.

Device: Enter ttyn, where n is a 2—digit number (00, 01, etc). This
entry causes the system to interpret the Host Name as a
dialsystem name.

SLIP TTY Baud Rate: Select the baud rate. For a modem
connection, select the rate supported by the modem. For a serial
cable connection, match the rate selected on the remote system.

Add an IXE Interface

Host Name: Enter the name or associated IP address to be
assigned to this network interface. This name must exist in the
local hosts (/etc/hosts) file.

Device: Enter ixen, where n is the number of the IXE device: 0 if
there is only one, 1 if this is the second of two, and so on. ‘

Netmask: Enter a netmask or accept the displayed value. You must
enter a netmask if your network includes subnets.

IXE Template File: Enter the simple filename of the protocol
parameter file for configuring IXE. This is the file you created using
the sysadm procedures explained in Chapter 4 of Setting Up and
Managing X.25 on the DG | UX System (093-701071).

Modify an Interface

IMPORTANT: Before modifying an interface, first detach it, then re—attach it after
making your modification (see “Start or Stop, Attach or Detéach”
below). If the system uses static routing, you’ll have to re—create the
routes.

To change a network interface, select Networking-> TCP/IP->
Interfaces-> Modify:

Host Name: Select the configured interface you wish to change.
You are then given the opportunity to change all the values
described in the section “Add a Network Interface.”

Delete an Interface

IMPORTANT: Before deleting an interface, first detach it as explained in the next
section.
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To remove a network interface, select Networking-> TCP/IP->
Interfaces—> Delete:

Host Name(s): From the displayed list, select the interface you
wish to delete. When prompted, confirm your choice.

Start or Stop, Attach or Detach

Network controllers are started and interfaces are attached when
you boot your system. Should you need to disable (suspend) an
interface, without affecting the interface software, select
Networking-> TCP/IP-> Interfaces-> Stop.To enable
(resume) a disabled interface, select Networking-> TCP/IP->
Interfaces-> Start.

Select Networking-> TCP/IP-> Interfaces-> Detach to
remove a network interface from memory. Select Networking->
TCP/IP-> Interfaces—> Attach to restart (initialize) a
previously detached network interface.

IMPORTANT: Stopping a controller or detaching an interface on a system running
at init level 3 may cause problems. This depends on how network
applications using the interface handle errors, on the type of
routing in use, and on whether alternative network interfaces are
present.

® Detaching an interface removes any routes associated with the
interface, and re—attaching the interface does not re—establish any
routes. If the system uses dynamic routing, the routing daemon will
re—establish lost routes. However, if the system uses static routes,
you must re—create them after Detach and Attach operations. (The
Start and Stop operations do not affect static routes.)

e Do not stop the controller or detach the interface on a diskless
client. If you do, the system will hang.

Set or Display Parameters

Select Networking-> TCP/IP-> Parameters to see the
Parameters functions:

Host name/Hostid P |
j Shell Names

| Kernel Parameters &

Figure 3—10 Parameters procedures
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These procedures display or set items in the /etc/tcpip.params
file.

Get or Set the Host’s Name and ID

IMPORTANT: By convention, a host’s name is the same as the name of its primary
network interface, but the convention is not enforced. This
procedure displays or sets the value returned by the hostname(1C)
and uname(1l) commands. Changing a host’s name or ID with this
procedure does not affect the host’s internet names or addresses.
Internet names and addresses are defined by the procedures
explained in “Maintain Host Names and Addresses,” and are
assigned to a host’s network interfaces by the procedures explained
in “Maintain Network Interfaces.”

Select Networking-> TCP/IP-> Parameters-> Host
name/Hostid-> Get to get the hostname and hostid. Select
Networking-> TCP/IP-> Parameters-> Host
name/Hostid-> Set to set a new hostname and hostid:

Host Name: Enter the host name.

Hostid: Enter the host’s hexadecimal ID. The number you enter
sets the value returned by the hostid (1C) command. By
convention, the hostid is a host’s primary internet dot address
expressed in hexadecimal. However, the convention is not enforced:
any valid hexadecimal number will be accepted.

Get or Set the Shell Name

By default, following the BSD convention, the DG/UX name for the
remote shell is either rsh or remsh, and the name for the restricted
shell is restsh. Use this procedure if you prefer the System V
convention: call the remote shell remsh and the restricted shell
rsh or restsh. The set procedure changes the command names and
matches them with the correct man pages.

Select Networking-> TCP/IP-> Parameters-> Shell
Names-> Get to get the current names names of the remote and
restricted shells. Select Networking-> TCP/IP-> Parameters->
Shell Names-> Set to set the names:

System: Select BSD or System V.

Get or Set Kernel Parameters

Use these procedures to display the current settings of the TCP/IP
tunable parameters or to set new values. See sysconfig (1M) for
reference.
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Select Networking~> TCP/IP-> Parameters—> Kernel
Parameters-> Get to see the current setting of the tunable
parameters, or Networking-> TCP/IP-> Parameters->
Kernel Parameters-> Reset to set the parameters to their
initial default values:

Select parameter(s) to fetch: Select a1l to inspect or reset all
tunable parameters, or select the one you want to see.

To change one or more tunable parameters, Select Networking—->
TCP/IP—> Parameters—-> Kernel Parameters-> Set:

Enable IP Forwarding Enable (the default) if this system should
forward IP packets destined for other hosts. Disable to prevent this
host from performing this service on behalf of other hosts. This
setting does not affect source-routed IP packets (packets that
specify the hosts they are to pass through on the way to their
destination).

Enable IP Non-Local Source Route Forwarding Disable (the
default) to prevent a host that has two or more network interfaces
(controllers) from forwarding a source-routed packet between
networks. Enable to permit forwarding of source-routed packets
between network interfaces. This setting has no effect on hosts
having only one controller.

IP Default Time-to-Live: Enter the maximum hop count
(number of intermediate hosts) for an IP packet before it should be
dropped. Default 255, range 1-255.

TCP Default Keep-Alive Idle Time: Enter the number of
seconds that TCP should wait before sending Keep—Alive probes
(when the Keep—Alive facility is active). Default 7200, range
0-14400.

ARP Default Cache Timeout: Enter the base value to be used in
the calculation of ARP cache time—outs. The actual time—out values
are: this value times 20 (complete ARP entries) or times 3
(incomplete ARP entries) seconds. Default 60, range 1-1,000,000.

Maintain Daemons and Protocols

TCP/IP for AViiON includes several daemons and protocols
supporting communications applications. Select Networking—>
TCP/IP-> Daemons&Protocols to see these applications:
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Daemons&Protocols Tear-o
BOOTP I
DNS =
NTP >
SNP =)

]
&

SLIP
Other Daemons

Figure 3—11 TCP/IP Daemon and Protocol Procedures

Manage Daemons

IMPORTANT:

A communications daemon (also called server, server process or
agent; optionally spelled demon) is a program that runs on each
network host that supports an application. A daemon starts or stops
other programs that may be needed by an application, and manages
communications with other network hosts.

The main TCP/IP daemon, inetd, manages the common internet
applications and their associated daemons such as ftpd, telnetd,
and rshd: it runs on every TCP/IP host, listening for connections on
the ports designated for the services specified in the configuration
file /etc/inetd. conf, and invoking the appropriate daemon.
Other (independent) daemons, such as smtp, rwhod, pmtd,
snmpd and named, run or not depending on whether a host
supports an application or interface.

Independent daemons (listed in /etc/tcpip.params) are started
during system initialization, whenever a system enters run level 3.
Daemons managed by inetd (listedin /etc/inetd.conf) are
started when their services are requested. The maintenance
procedures explained in this section modify or display the contents
of these files.

Do not manage the daemons for BOOTP, NTP, DNS, SNMP,
dynamic routing, and SLIP with the Daemons procedures. The
sysadm functions for these applications and protocols include
procedures for managing their daemons.

Select Networking-> TCP/IP-> Daemons&Protocols-> Other
Daemons to see the daemon maintenance procedures:
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Figure 3-12

List Daemons

Add a Daemon

Daemons Tear-o

Delete...
Modify...
List...
Start..

i Stop...

Daemon maintenance procedures

Use the maintenance procedures (add, delete, modify, and list) to
view or change the daemons that are started whenever a system
enters run level 3. Use start and stop to restart or halt a daemon.

Select Networking-> TCP/IP-> Daemons&Protocols-> Other
Daemons—> List to see the current daemon setup:

Select the type of daemon: Select Independent to see the
daemons currently started when your system enters run level 3.
Select inetd Managed to see the daemons started by inetd when
service is requested.

The list of independent daemons gives the daemon’s name and
optional arguments. The list of inetd—-managed daemons gives, in
addition, the service and its protocol as defined in the services
database: see “Maintain Service Names and Ports” in this chapter
for service and protocol definitions.

Select Networking-> TCP/IP-> Daemons&Protocols-> Other
Daemons-> Add to arrange for the starting of a daemon during
system initialization or on demand.

Select the type of daemon: Select Independent for a daemon
that should be started during initialization independently, or inetd
Managed if it should be started on demand by inetd (added to
/etc/inetd.conf).

Daemon Name: Enter the name of the executable program. The
program (or a symbolic link to it) must reside in /usr/bin.

Daemon Arguments: Optionally, enter arguments to be passed to
the daemon when it is invoked. See the daemon’s man page for a
description of its options and arguments.
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Daemon Service: This prompt appears for inetd-managed
daemons. Select Networking—-> TCP/IP-> Databases->
Services to see currently—defined services and their protocols.

Daemon Protocol: This prompt appears for ineﬁd—managed
daemons. Select the service’s protocol from the displayed choices.

Start the daemon now: Indicate whether the daemon should be
started (yes by default).

Modify a Daemon

Select Networking-> TCP/IP-> Daemons&Protocols-> Other
Daemons-> Modify to change the options or characteristics of a
daemon that is started during system initialization:

Select the type of daemon: Select Independent for a daemon
that is started independently or inetd Managed for daemons
started by inetd.

Daemon Name: Select the daemon to modify from the displayed
names.

Once you've identified the daemon to be modified, prompts appear
allowing you to change and restart it. See “Add a Daemon” above.

Delete a Daemon

Select Networking-> TCP/IP-> Daemons&Protocols—-> Other
Daemons-> Delete to remove a daemon from the
/etc/tcpip.params or /etc/inetd.conf files:

Select the type of daemon: Select Independent for a daemon
that is started independently or inetd Managed for daemons
started by inetd.

Daemon Name: Select the daemon to remove from the displayed
pathnames. Confirm when prompted.

Stop the daemon now: Indicate whether the daemon should be
stopped (yes by default). Confirm when prompted.

Deleting a running daemon stops it.

Start or Stop an Independent Daemon

Select Networking-> TCP/IP-> Daemons&Protocols-> Other
Daemons-> Start to start a stopped independent daemon or to
restart one that is running:
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Daemon Name: Daemons in /etc/tcpip.params are displayed.
Select the one you want to start.

To stop a daemon, select Networking-> TCP/IP->
Daemons&Protocols—> Other Daemons-> Stop:

Daemon Name: Daemons that are listed in /etc/tcpip.params
are displayed. Select the one you want to stop.

Manage DNS

The Domain Name System (DNS) is a client/server application that
resolves IP host names and addresses. DNS supplements an older
method of resolving names and addresses based on lookup tables
(see “Maintain Host Names and Addresses” in this chapter for a
description of the local and NIS host databases). With DN'S, host
name and address information is distributed among domains rather
than centralized. Each domain has one or more name servers which
supply names and addresses to their clients and query other name
domain servers for information they don’t have.

Programs that use DNS link themselves with a library of resolver
routines. When a program wants a hostname/address pair or some
other information, it calls a resolver routine, which in turn queries
its name servers, which either supply the information or call other
name servers.

DNS is not configured by default. If your site uses DNS, configure it
on one or more domain servers as explained in Chapter 5. Then use
the procedures described in this section to configure DNS on each
client that uses the service. Select Networking-> TCP/IP->
Daemons&Protocols-> DNS-> Resolver to see the DNS domain
procedures:

Figure 3—13 DNS domain maintenance procedures

These procedures display or update the configuration file
/etc/resolv.conft.
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Get or Set the DNS Domain

To find out the DNS domain name, select Networking->
TCP/IP-> Daemons&Protocols-> DNS-> Resolver-> Get.

To set the domain for this client, select Networking-> TCP/IP->
Daemons&Protocols-> DNS-> Resolver-> Set:

DNS Domain: Enter the name of the DNS domain to which this
system belongs. DNS domain names are provided on request by the
Network Information Center (NIC).

List the Domain Servers

A domain has up to three name servers. Select Networking->
TCP/IP-> Daemons&Protocols-> DNS-> Resolver-> List to
see the IP addresses of the domain’s name servers.

Add a Name Server

IMPORTANT:

Select Networking-> TCP/IP-> Daemons&Protocols-> DNS->
Resolver-> Add to add a name server for the domain:

Name server: Enter the host name or the IP address of the DNS
server.

The Add and Modify functions verify that a host exists, but not that
it is configured as a DNS server.

Replace a Name Server

Select Networking-> TCP/IP-> Daemons&Protocols-> DNS->
Resolver-> Modify to replace a name server:

Name server to Modify: Select the host to replace.

Name server: Enter the replacement name server’s host name or
the IP address.

Delete a Name Server

Select Networking—-> TCP/IP-> Daemons&Protocols-> DNS->
Resolver-> Delete to remove a name server:

Name server to Delete: Select the host to remove and confirm
your choice when prompted.

Get or Set the Name Resolution Search Order

When a program encounters a host name, it must convert the name
to an internet address. Three name resolution methods are
available. A program can:
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® Search the local (/etc/hosts) file. This is the only method
available to networks that use neither the Network Information
Service (NIS) nor Domain Name System (DNS).

® Search the NIS hosts database. Available to networks that use
NIS, which is included with DG/UX and set up during
installation by default.

® TUse DNS. Available to networks that use DNS, which is
included with DG/UX but is not configured by default.

The file /etc/svcorder on each host specifies which methods it
uses and in which order. When you configure a host to use DNS,
add the DNS resolution method to this file in the desired order.

To find out the current resolution search order, select
Networking-> TCP/IP-> Daemons&Protocols-> DNS->
Search Order-> Get. To change the order, select Networking->
TCP/IP-> Daemons&Protocols—-> DNS-> Search Order->
Set. As prompted, specify the first, second, and third methods.

These functions display or edit the /etc/svcorder file. See
svecorder (4) for an explanation of the file’s syntax.

Start or Stop named

Select Networking-> TCP/IP-> Daemons&Protocols-> DNS->
Start to specify startup options for the DNS daemon, named:

Start when: Select start now and on reboots, start now,
or start on reboots.

Select Networking-> TCP/IP-> Daemons&Protocols-> DNS->
Stop to stop named:

Stop when: Select stop now and don’t restart on
reboots, stop now,ordon’t restart on reboots.

Manage SNMP

The Simple Network Management Protocol (SNMP) allows a
network administrator to perform a number of network or system
management and inquiry functions from a single location (network
management station).

SNMP service is provided by the daemon snmpd, which runs on
every participating network host and responds to SNMP
management stations, or to shell commands: snmpgetone (1M),
snmpgetnext(1M), snmpgetmany (1M), snmpgettab (1M), and
snmpsetany(1M). SNMP is included with DG/UX TCP/IP and, by
default, snmpd is started for inquiry operations whenever a system
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enters multiuser mode. (See “Start or Stop snmpd” to disable or
modify the daemon.)

Select Networking—-> TCP/IP-> Daemons&Protocols—> SNMP
to see the SNMP management functions:

NMP Tear-o
Communities P

i Traps o
i Objects =
| Start.

| Stop...

Figure 3—14 SNMP maintenance procedures

These procedures modify or display the local SNMP configuration
file, /etc/snmpd.conf.

SNMP requests include a host, a community, and one or more object
arguments. For example:

snmpgetone host community object

The community argument allows snmpd to verify a request before
complying with it. One predefined community, public, allows
SNMP hosts to query one another. The Communities procedures
allow you to define additional communities with different access
characteristics, which may then be used in requests directed to the
hosts on which you’ve added the communities.

The object argument indicates the information you are interested
in obtaining or setting. The Objects procedures allow you to set 6
site—specific types of information. Assign appropriate values to
these objects on each network host you’ll be monitoring from your
system.

A trap is a message sent from a host indicating some error (a
verification or link failure, for example) or change in state. The
Traps procedures specify where a host sends such messages —
typically to the host from which you issue SNMP management
requests. No traps are provided by default. Unless you define one or
more traps on a host, its snmpd sends no messages.

Maintain Communities

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Communities to see the Communities procedures:
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Communities Tear-o

| Delete...
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Figure 3-15 Communities maintenance procedures

List Communities

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Communities-> List to see currently defined
communities.

Add a Community

IMPORTANT:

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Communities-> Add to define a new community:

Community Name: Enter a name for the new community.

Host Name: Enter a host name or IP address or accept the default
any. If you enter a particular host name or address, this
community can be used only from that host.

Level of access: Select Read-0Only (disallow updating of objects),
Read-Write (allow updating), or No-access (disable the
community argument).

Add and Modify do not check an entered host name or address for
validity. A community argument associated with an invalid address
will be ignored.

Modify a Community

Select Networking-> TCP/IP-> Daemons&Protocols—>
SNMP-> Communities-> Modify to change a community
argument:

Select A Community Entry: Select the community argument you
wish to modify. You are then allowed to change its name, associated
host, or access as explained above.
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Delete a Community

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Communities-> Delete to remove a community
argument:

Select A Community Entry: Select the community argument you
wish to delete. Confirm your choice when prompted.

Maintain Traps

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Traps to see the Traps procedures:

Delete...

| List

Figure 3-16 Traps maintenance procedures

List Traps
Select Networking-> TCP/IP-> Daemons&Protocols—>
SNMP-> Traps-> List to see where this host’s snmpd currently
sends trap messages.

Add a Trap

Select Networking—-> TCP/IP-> Daemons&Protocols—>
SNMP-> Trap-> Add to designate a host to receive a trap:

Community Name: Enter the name of the community for which
you are setting a trap destination.

Host Name: Enter the name or IP address of the recipient host.
Normally, this is the host from which you manage or monitor the
network.

Port Number: Enter a port number or accept the default (161).
IMPORTANT: Add and Modify do not check communities and hosts for validity.

Traps associated with nonexistent communities or invalid hosts will
be ignored.
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Modify a Trap
Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Traps-> Modify to change a trap:
Select A Trap Entry: Select the trap you wish to modify. You are
then allowed to change the trap community, recipient host, or port
as explained above.

Delete a Trap
Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Traps-> Delete to remove a trap:
Select A Trap Entry: Select the trap you wish to delete. Confirm
your choice when prompted.

Maintain Objects

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Objects to see the Objects procedures:

| Set.,

Reset..
iList

Figure 3—17 Objects maintenance procedures

List Objects

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Objects-> List to see the current values of six
site—specific objects. The Set procedure will let you put anything
you like into these objects. Their recommended values are
suggested by their names:

sysDescr Hardware, operating system, and revision.

sysObjectID The Management Information Base (MIB) object ID
for this host (MIB is described in Chapter 6)
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sysContact The system’s administrator or assigned user and
contact information

sysLocation The office location of the system

sysName The system’s host name. By default, this value is set
from hostname (1M). Note that, while this value
should be the same as a host’s internet name, it is
not necessarily the same. Setting this object does
not change the value of hostname(1M).

snmpEnableAuthenTraps
Enter 1 (default) to enable or 2 to disable the
sending of traps for requests that fail to pass
authentication.

Get, Set, or Reset an Object
Select:

® Networking-> TCP/IP-> Daemons&Protocols—-> SNMP->
Objects-> GCet to see the current value of one object (similar
to List)

® Networking-> TCP/IP-> Daemons&Protocols-> SNMP->
Objects-> Reset to set a previously modified object back to
the initial default value

® Networking-> TCP/IP-> Daemons&Protocols-> SNMP->
Objects-> Set to enter a new value for an object:

Select An Object to Set: Select which of the six objects you wish
to modify. Enter its value when prompted. Object values are limited
to a single line.

Start or Stop snmpd

Select Networking-> TCP/IP-> Daemons&Protocols->
SNMP-> Start to specify startup options for the SNMP daemon,
snmpd:

Start when: Select start now and on reboots, start now,
or start on reboots.

Select Networking—> TCP/IP-> Daemons&Protocols->
SNMP-> Stop to stop snmpd:

Stop when: Select stop now and don’t restart on
reboots, stop now,ordon’t restart on reboots.

Manage NTP

The Network Time Protocol (NTP) keeps the clocks of LAN hosts
accurate and synchronized with one another. One or more
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Figure 3-18

designated NTP servers on your LAN update their clocks
periodically from hosts on the Internet equipped with very accurate
clocks (stratum 1 hosts), or that get their time directly from
clock—equipped hosts (stratum 2 hosts). In turn, the NTP clients on
your LAN periodically update their clocks from local NTP servers.

NTP synchronization is provided by the xntpd daemon, which runs
on every host that uses the service. NTP also includes shell
commands to synchronize a clock (ntpdate), or that query (ntpq)
or dynamically modify (xntpdc) the xntpd daemon.

NTP is provided with DG/UX TCP/IP but is not configured by
default. To see the NTP setup procedures, select Networking->
TCP/IP-> Daemons&Protocols-> NTP:

NTP Tear-off]

] Restriction &
i Parameters &
Start

| Stop

NTP setup procedures

The Server, Restriction and Parameters procedures modify the
xntpd configuration file, /etc/ntp.conf. See xntpd (1M) for
reference.

Setup requires that you add one or more clock servers and then
start xntpd on each NTP host. These procedures are explained in
the next two sections. The optional Restriction and Parameters
procedures allow you to modify default xntpd behavior.

In a network that uses NTP, most systems are NTP clients: hosts
that get their clocks updated by an NTP server, which do not
update the time of other hosts. There are two ways to set up NTP
clients. On each client, you can specify one or more NTP servers as
explained in “Add a Clock Server” below. Or you can do the
following:

® On each NTP client, set the Broadcast Client parameter to
yes as explained in “Get or Set xntpd Parameters.”

® On each client’s NTP server, set the Server Type to
broadcast and enter the client’s broadcast address, as
explained in “Add a Clock Server.”
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Specify Clock Servers

On each system that uses NTP, you must identify one or more
network hosts from which the system gets its clock updated. On an
NTP server, you identify a host on the Internet that provides the
service. On an NTP client, you typically identify a local NTP server.

The file pub/ntp/doc/clock. txt, available via anonymous FTP
from host louie.udel.edu, lists Internet clock servers and
explains how to request service from them.

Select Networking-> TCP/IP-> Daemons&Protocols->
NTP->Server to see the server maintenance procedures:

Add...
| Delete..

| Modify..
List

Figure 3—-19 Clock server maintenance procedures

List Clock Servers

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Servers-> List to see clock servers currently used by this
system.

Add a Clock Server

Select Networking-> TCP/IP-> Daemons&Protocols—> NTP->
Servers-> Add to add a clock server for this system:

Server Type: Select server, peer, or broadcast. Selection
server, recommended in most cases, indicates a one—way update
path: this system updates its clock from the clock server whose
address you enter in the next query, but not the converse. Selection
peer indicates a two—way update path: the clock server may update
its clock from this system should its usual NTP servers be
unavailable.

Selection broadcast indicates that this system is an NTP server
which updates the clocks of the NTP clients whose broadcast
address is specified in the next prompt. Note: on each NTP client,
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change the Broadcast Client prompt to yes, as explained in “Get
or Set xntpd Parameters,” below. Otherwise, the client will ignore
the broadcast.

Address: If Server Type is server or peer, enter the IP address
of the clock server — the host from which this host updates its
clock. If Server Type is broadcast, enter the IP broadcast
address of NTP clients whose clocks this NTP server should update.
Note: your entry is not edited for syntax or checked for validity.

NTP Version: Select the NTP version. This tells xntpd which
packet version to send to the clock server. The default is probably
correct, but if you experience problems, try an earlier version.

Comment: Optionally enter a comment, such as the host name of
the clock server. The current date is entered if you leave the field
blank.

Modify a Clock Server

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Servers-> Modify to change a clock server record:

Enter selection: Select the record to modify. You are then given
the opportunity to change any of the items explained above.

Delete a Clock Server

Select Networking—-> TCP/IP-> Daemons&Protocols—> NTP->
Servers-> Delete to remove a clock server record:

Delete Server: Select the record to remove.

Start or Stop xntpd

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Start to specify startup options for the NTP daemon, xntpd:

Start when: Select start now and on reboots, start now,
or start on reboots.

Select Networking—-> TCP/IP-> Daemons&Protocols—-> NTP->
Stop to stop xntpd:

Stop when: Select stop now and don’t restart on
reboots, stop now,ordon’t restart on reboots.

Get or Set xntpd Parameters

Select Networking~> TCP/IP-> Daemons&Protocols-> NTP->
Parameters->Get to find out which xntpd startup options are set.
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Select Networking—-> TCP/IP-> Daemons&Protocols-> NTP->
Parameters-> Set to specify additional or different options. The
options, explained below, take effect the next time xntpd is stopped
and started.

Precision: Enter an integer representing the base 2 logarithm of
the local time—keeping precision in seconds, or accept the displayed
default value.

Drift File: Enter the name of the file that records drift (frequency
errors) or accept the displayed default.

Statistics File: Enter the name of a file for recording cumulative
measurement statistics. Leave the field blank (the default) to
disable the keeping of statistics. If you enter a filename, xntpd
creates a new file approximately once a day, by appending a number
.n to the filename you enter. With each valid clock update, a line is
appended to the file showing: the modified Julian date and time
(seconds past UTC midnight), peer address and status, offset, delay,
and dispersion.

Loop Statistics File: Enter the name of a file for recording loop
filter statistics. Leave the field blank (the default) to disable the
keeping of loop statistics. If you enter a filename, xntpd appends a
line to the file with each valid clock update showing the modified
Julian date and time (seconds past UTC midnight), the offset, drift
compensation, and time constant of the loop filter.

Monitor: Indicate whether xntpd should record the IP addresses
of received packets and whether the packet originated from a server
port. The default is no. Use xntpdc to view monitored traffic.

Broadcast Client: Indicate whether this system is an NTP client
whose server updates its clock via broadcasts to its subnet address.
(See “Manage NTP” and “Add a Clock Server,” above.) The default is
no.

Broadcast Delay: Estimate the time, in seconds, for a round trip
between this system and the clock server. The default is 0.008
seconds.

Key File: Enter the name of the file containing encryption keys
used by xntpd and xntpdc,or accept the displayed default.

Request Key: Enter a number (an unsigned 32-bit integer) for
verifying runtime re—configuration changes. Leave the field blank
to disallow runtime re—configuration.

Control Key: Enter an encryption key number for verifying mode 6
control messages (for example, setting leap second indications in a
server equipped with a radio clock). Leave this field blank if xntpd
should ignore control messages.
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Specify xntpd Restrictions

Figure 3-20

List Restrictions

Add Restrictions

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Restrictions to set behavior ranges for xntpd:

i Delete..

| Modify...
List

Restriction maintenance procedures

Restrictions are optional. None are set by default.

Select Networking—-> TCP/IP-> Daemons&Protocols-> NTP->
Restrictions-> List to see any current xntpd restrictions.

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Restrictions—> Add to specify one or more xntpd restrictions:

Address: If you are adding a restriction that should apply to a
particular NTP system, enter its IP address. If the restriction
applies to multiple NTP hosts, enter a dot—format address that,
when and’ed with Address Mask, will resolve to the addresses of
those hosts. Note that addresses are not checked for correct syntax
or validity.

Address Mask: Enter a dot—format mask that, when and’ed with
Address, indicates the extent of a restriction. The default mask
(255.255.255.255) indicates that Address is the IP address of a
single host. Masks are not checked for correct syntax.

Restrictions: Select one or more restrictions to add. The
restrictions, which apply to matching host(s) are:

ignore  Provide no services.

nomodify Ignore requests to modify the runtime configuration.
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noserve Ignore clock update service but allow queries.
noquery Ignore queries but perform clock update functions.
notrap Do not provide control message trap service.

nopeer Do not allow matching hosts to perform peer services.

notrust Do not allow matching hosts to perform synchronization
services.

lowprioritytrap

Assign low priority to trap requests. (Instead of
acknowledging traps on a first come first serve basis, allow trap
requests from matching hosts to be overridden by subsequent
requests from other hosts.)

ntpport Apply this restriction only if the source port specified in
a packet is the standard NTP UDP port (123).

Modify Restrictions

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Restrictions-> Modify to change a restriction:

Enter selection: From the displayed list of restrictions, select the
one you want to modify. You are then allowed to enter a new
address, mask, or restriction as explained above.

Delete Restrictions

Select Networking-> TCP/IP-> Daemons&Protocols-> NTP->
Restrictions-> Add to remove a restriction:

Delete restriction for IP address: From the displayed list of IP
addresses, select the restriction you want to remove.

Manage BOOTP

The protocol BOOTP allows a diskless client (a workstation or X
terminal, for example) to find out a great deal of information about
itself from the system (OS server) it boots from. This service is
implemented by the bootpd daemon. On OS servers that support
diskless clients, bootpd is managed by the internet daemon inetd,
which starts bootpd on behalf of clients when requested.

IMPORTANT: While an AViiON OS server can provide BOOTP service for its
clients, AViiON diskless clients do not support BOOTP. To find out
whether a diskless client on your LAN supports BOOTP, see its
documentation.
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® BOOTP servers and clients must be on the same network or subnet.

BOOTP is provided with DG/UX TCP/IP but is not configured by

default. To see the BOOTP setup procedures, select Networking->
TCP/IP-> Daemons&Protocols—> BOOTP-> BOOTP Client:

BOOTP Client Tear-o
Add...
| Delete..

: Modify..

Figure 3-21 BOOTP client maintenance procedures

These procedures display or update the bootp startup file,
/etc/bootptab. Perform these procedures on the BOOTP server.

List BOOTP Clients

Select Networking-> TCP/IP-> Daemons&Protocols->
BOOTP-> BOOTP Client-> List to see the BOOTP clients
currently supported by an OS server.

Add a BOOTP Client

Select Networking-> TCP/IP-> Daemons&Protocols-—>
BOOTP-> BOOTP Client-> Add to add a BOOTP client:

Client Name: Enter the hostname of the client to be added. If this
client has already been installed, the two fields after the next will
be filled in with current information.

Use Defaults for Advanced Features? Indicate yes (the default)
or no. If you indicate no, you are prompted, after entering required
configuration information, for additional information.

Client’s IP Address: Enter the client’s IP address or accept the
displayed value.

Hardware Type: Select the network interface (controller) type
from the displayed values.

Hardware Address: Enter the built—in hardware address of the
controller used for booting. (The hardware address is displayed
during power up.)
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Template Host: Optionally enter the name of an existing client. If
you do, the remaining items of information will be set from the
template host’s configuration values.

IMPORTANT: The template host mechanism sets the following values for this
client, but the values do not appear here. Any values you enter here
override those specified in a Template Host record.

Home Directory: Enter the client’s home directory (the directory
on the Boot Server containing the client’s second stage bootstrap
file). '

Boot File: Enter the client’s second stage bootstrap file. If you
enter a simple filename, the file is presumed to reside in the Home
Directory specified above.

Gateway: If the client and its Boot Server are on different

~ subnets, enter the IP address of a host connecting the subnets. You
can enter multiple addresses separated by commas. Leaving the
field blank indicates that the client boots from a server located on
the same subnet.

Subnet Mask: If relevant, enter the appropriate subnet mask for
this client. A subnet mask is required if the Boot Server and
client are on different subnets.

Boot Server: Enter the IP address of this client’s OS server (the
host it boots from). The boot server must be either (1) located on the
same subnet as the client or (2) reachable via a Gateway host
specified above.

If you are entering advanced values (you indicated no at the prompt
Use Defaults for Advanced Features? above), you are prompted
for eleven additional items of information, including:

Time Offset: Optionally enter an offset, in seconds, from UTC
time.

Reply Style: Select r£c1048 (the style defined in RFC 1048), cmu
(the style defined by Carnegie Mellon University), or auto (variable
depending on the client’s request).

Return hostname to the client? Indicate yes (default) if BOOTP
replies should include the client’s hostname, no otherwise.

The other advanced items of information, blank by default, allow
you to enter the IP addresses of eight servers that may be relevant
to BOOTP operation in some LAN environments. See bootpd(1M)
for descriptions of advanced items.

Modify a BOOTP Client

Select Networking-> TCP/IP-> Daemons&Protocols->
BOOTP-> BOOTP Client-> Modify to change a BOOTP client:
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Enter selection: Select the record to modify. You are then given
the opportunity to change any of the items explained above.

Use Defaults for Advanced Features? Indicate yes (the default)
or no. If you indicate yes, you are allowed to change required
configuration information, from Client’s IP Address to Boot
Server. If you indicate no, you are given the opportunity to changes
all items.

Delete a BOOTP Client

Select Networking-> TCP/IP-> Daemons&Protocols->
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